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Prefácio

Nesta dissertação são apresentados os resultados do trabalho de investigação desen-

volvido entre os anos de 2001 e 2006 na Faculdade de Medicina da Universidade de

Lisboa, sob orientação da Professora Doutora Maria do Carmo Fonseca, no Depar-

tamento de Oncologia da Universidade de Cambridge, Reino Unido (Janeiro de 2003

a Julho de 2005), sob orientação do Doutor Samuel Apaŕıcio, e no Laboratório Eu-

ropeu de Biologia Molecular (EMBL), em Heidelberg - Alemanha (Fevereiro a Maio

de 2002), sob orientação do Doutor Juan Valcárcel.

Este trabalho teve como objectivo central a identificação e a caracterização de

mecanismos de complexidade da expressão génica, através de abordagens bioinformá-

ticas. A análise incidiu particularmente no splicing do pre-mRNA, tanto ao ńıvel dos

seus elementos reguladores em trans (os chamados factores de splicing) como ao ńıvel

dos reguladores em cis (nomeadamente os śıtios de ligação dos factores ao RNA).

Procurou-se perceber se o splicing em vertebrados beneficiou de novos mecanismos

ou apenas do refinamento dos ancestrais. Tentou-se também avaliar e distinguir as

diferenças na evolução dos diversos componentes da maquinaria de splicing.

Este trabalho visou também a distinção e identificação de elementos reguladores

de splicing ao ńıvel da sequência do RNA. A análise bioinformática incidiu particu-

larmente no reconhecimento dos diversos motivos de ligação dos factores de splicing.

Procurou-se o estabelecimento das repercussões funcionais (ao ńıvel do splicing alter-

nativo e de processos celulares tão importantes como o metabolismo do mRNA ou a

apoptose) de variações na abundância e na sequência daqueles sinais.

O trabalho envolveu ainda a participação em projectos de microarrays, ferramenta

poderosa em estudos de compexidade e na resolução das questões descritas, uma vez
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Prefácio

que permite a avaliação de padrões de expressão génica à escala genómica.

A dissertação está dividida em seis caṕıtulos.

O primeiro é introdutório e começa por abordar o processo de splicing na génese

do RNA mensageiro (secção 1.1). Descreve-se a maquinaria e os mecanismos molecu-

lares do splicing, assim como a regulação de splicing alternativo. Segue-se uma secção

(1.2) descritiva da dinâmica dos mecanismos de evolução dos genomas em vertebra-

dos. São também abordadas as ferramentas bioinformáticas associadas ao estudo das

questões biológicas descritas (secção 1.3). Faz-se ainda uma descrição sumária da tec-

nologia dos microarrays e da sua importância como instrumento poderoso na análise

da expressão génica (secção 1.4). Conclui-se o primeiro caṕıtulo com a discussão dos

objectivos fundamentais do trabalho (secção 1.5).

O segundo caṕıtulo apresenta os resultados originais obtidos no estudo da evolução

dos factores de splicing em eucariotas, sob a forma de artigo publicado [Barbosa-

Morais et al., 2006]. Parte destes resultados foram utilizados num trabalho de cola-

boração publicado, sobre a diversidade do factor U2AF35 [Pacheco et al., 2004].

No terceiro caṕıtulo, apresentado como artigo de revisão [Mollet et al., 2006],

analisa-se a evolução das caracteŕısticas estruturais das famı́lias de protéınas rela-

cionadas com o factor U2AF e são discutidas as implicações da sua diversidade na

regulação do splicing.

O quarto caṕıtulo é dedicado ao estudo dos elementos reguladores de splicing em

cis. Descreve-se o desenvolvimento de um programa informático destinado a pre-

ver, em sequências de RNA, śıtios de ligação de factores de splicing, nomeadamente

protéınas SR e hnRNPs (secção 4.1). O programa foi incluido como ferramenta na

“bancada virtual” do projecto Alternative Splicing Database, publicada em [Stamm

et al., 2006]. Resume-se também o trabalho de busca de motivos de ligação dos fac-

tores PTB e U2AF65 a mRNAs seleccionados experimentalmente (combinando imuno-

precipitação com microarrays) como interagindo com aqueles factores (secção 4.2).

Este trabalho foi realizado em colaboração com Margarida Gama Carvalho e originou

um artigo submetido [Gama-Carvalho et al., 2006]. No quarto caṕıtulo são ainda

sumarizados os resultados de trabalho desenvolvido no EMBL em estudos de reg-

ulação da apoptose por splicing alternativo (secção 4.3) e de caracteŕısticas dos śıtios
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de splicing intrónicos (secções 4.4 e 4.5).

O quinto caṕıtulo resume a aplicação das ferramentas bioinformáticas de anotação

de sequências, como colaboração em projectos de microarrays, dos quais resultaram

várias publicações [Naderi et al., 2004; Teschendorff et al., 2006b; Naderi et al., 2006;

Teschendorff et al., 2005; Teschendorff et al., 2006a; Chin et al., 2006; Ibrahim et al.,

2006].

No sexto e último caṕıtulo faz-se uma discussão integrada de todo o trabalho

e respectivos resultados. São apresentadas as suas conclusões finais e perspectivas

futuras.

Como previsto no ponto 4 do Artigo 15o do Regulamento de Doutoramentos da

Universidade de Lisboa, a presente dissertação foi redigida em ĺıngua inglesa e contém

um resumo alargado em ĺıngua portuguesa (Sumário). As justificações para esta

escolha são de ordem diversa. Por um lado, grande parte do trabalho de investigação

foi desenvolvido em laboratórios estrangeiros cuja ĺıngua oficial é a inglesa. Por

outro lado, é provável a participação de cientistas estrangeiros no júri das Provas

de Doutoramento. A ĺıngua inglesa garante ainda maior facilidade de difusão do

documento pela comunidade cient́ıfica internacional e foi a usada nos artigos cient́ıficos

resultantes do trabalho descrito nesta dissertação.

Como anteriormente mencionado, os resultados do trabalho individual e de cola-

boração descrito nesta dissertação são apresentados em artigos cient́ıficos (publicados

[•], aceites para publicação [•] e submetidos para publicação [◦]), para os quais a

contribuição individual do Doutorando foi de ı́ndole diversa:

• Barbosa-Morais NL, Carmo-Fonseca M, Aparicio S. “Systematic genome-wide

annotation of spliceosomal proteins reveals differential gene family expansion.” Genome

Res., 2006 Jan;16(1):66-77 [Barbosa-Morais et al., 2006]

Contribuição individual: concepção e execução dos métodos e toda a análise de re-

sultados; escrita integral (com supervisão, contribuição e correcção por parte dos

orientadores/co-autores) do artigo.

• Teschendorff AE, Naderi A, Barbosa-Morais NL, Caldas C. “PACK: Profile
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Analysis using Clustering and Kurtosis to find molecular classifiers in cancer”. Bioin-

formatics, 2006 May 8 [Teschendorff et al., 2006a]

Contribuição individual: recolha e anotação bioinformática cruzada dos resultados de

diferentes estudos de microarrays usados no teste do método descrito.

• Stamm S, Riethoven JJ, Le Texier V, Gopalakrishnan C, Kumanduri V, Tang Y,

Barbosa-Morais NL, Thanaraj TA. “ASD: a bioinformatics resource on alternative

splicing”. Nucleic Acids Res., 2006 Jan 1;34(Database issue):D46-55 [Stamm et al.,

2006]

Contribuição individual: autoria do programa Splicing Rainbow, incluido na “bancada

virtual” descrita no artigo.

• Teschendorff AE, Wang Y, Barbosa-Morais NL, Brenton JD, Caldas C. “A vari-

ational Bayesian mixture modelling framework for cluster analysis of gene-expression

data”. Bioinformatics, 2005 Jul 1;21(13):3025-33 [Teschendorff et al., 2005]

Contribuição individual: recolha e anotação bioinformática cruzada dos resultados de

diferentes estudos de microarrays usados no teste do método descrito.

• Pacheco TR, Gomes AQ, Barbosa-Morais NL, Benes V, Ansorge W, Wollerton

M, Smith CW, Valcarcel J, Carmo-Fonseca M. “Diversity of vertebrate splicing factor

U2AF35: identification of alternatively spliced U2AF1 mRNAS”. J Biol Chem, 2004

Jun 25;279(26):27039-49 [Pacheco et al., 2004]

Contribuição individual: análise bioinformática de sequências.

• Naderi A, Ahmed AA, Barbosa-Morais NL, Aparicio S, Brenton JD, Caldas C.

“Expression microarray reproducibility is improved by optimising purification steps

in RNA amplification and labelling”. BMC Genomics, 2004 Jan 30;5(1):9 [Naderi

et al., 2004]

Contribuição individual: bioinformática (análise e anotação de sequências).

• Chin SF, Wang Y, Thorne NP, Teschendorff AE, Pinder SE, Vias M, Barbosa-

Morais NL, Roberts I, Naderi A, Garcia M, Iyer NJ, Kranjac T, Robertson J, Ruffalo

T, Aparicio S, Tavare S, Ellis I, Brenton J, Caldas C. “Using array-CGH to define
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molecular potraits of primary breast cancer”. Oncogene, in press 2006 [Chin et al.,

2006]

Contribuição individual: anotação bioinformática cruzada dos clones representados

nos microarrays usados.

• Ibrahim AEK, Thorne NP, Baird K, Barbosa-Morais NL, Tavare S, Collins VP,

Wyllie AH, Arends MJ, Brenton JD. “MMASS: an optimised array-based method for

assessing CpG island methylation”. Nucleic Acids Research, in press 2006 [Ibrahim

et al., 2006]

Contribuição individual: derivação de sequências e anotação bioinformática dos clones

representados nos microarrays usados; previsão da distribuição de śıtios de restrição;

optimização automática da combinação de enzimas de restrição.

• Naderi A, Teschendorff AE, Pinder SE, Barbosa-Morais NL, Paish CE, Ellis

IO, Brenton JD, Caldas C. “Microarray Expression Signature predicts the outcome

of Postmenopausal patients with Breast Cancer”. Oncogene, in press 2006 [Naderi

et al., 2006]

Contribuição individual: recolha, preparação e anotação bioinformática cruzada dos

resultados de diferentes estudos de microarrays usados no teste das previsões feitas

com base nas assinaturas de expressão geradas.

◦ Gama-Carvalho M, Barbosa-Morais NL, Brodsky AS, Silver P, Carmo-Fonseca

M. “Genome wide identification of functionally distinct subsets of cellular mRNAs

associated with the mammalian splicing factors U2AF65 and PTB”. Submitted 2006

[Gama-Carvalho et al., 2006]

Contribuição individual: análise e anotação bioinformáticas de sequências (busca de

motivos de ligação ao RNA para os factores de splicing em estudo) e participação no

tratamento estat́ıstico dos respectivos resultados.

◦Mollet I, Barbosa-Morais NL, Andrade J, Carmo-Fonseca M. “Diversity of human

U2AF splicing factors”. (Review) Submitted 2006 [Mollet et al., 2006]

Contribuição individual: análise evolutiva; colaboração no estudo da estrutura de

domı́nios funcionais.
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A descodificação de um genoma eucariota no seu proteoma envolve a produção

intermédia de um RNA mensageiro (mRNA). Nas células eucariotas, o mRNA é ge-

rado e processado no núcleo em várias etapas complexas antes de ser exportado para

o citosol, onde é traduzido em protéına. As etapas de processamento incluem mo-

dificações das extremidades 5’ e 3’, remoção de sequências não codificantes (intrões) e

frequentemente edição de RNA. Quando comparados com procariotas, os eucariotas

beneficiam de ńıveis extra de regulação da expressão génica (transcrição, processa-

mento de pre-mRNA, exportação de mRNA, degradação de mRNA), nomeadamente

devido à separação espacial entre os locais em que o mRNA é gerado (núcleo) e

traduzido (citoplasma). O mesmo gene pode originar RNAs e protéınas diferentes,

o que aumenta o potencial codificante de um genoma e constitui uma base para a

complexidade do organismo. Por exemplo, os metazoários beneficiam de grande di-

versidade na especialização celular e isso exige um controlo apertado da expressão de

um subgrupo particular desses genes para cada tipo de célula ou para cada estádio

do desenvolvimento celular. Para além disso, a resposta de uma célula a factores

fisiológicos e ambientais requer uma regulação dos produtos génicos dependente de

sinais extracelulares [Gama-Carvalho, 2002; Relógio, 2002; Orphanides and Reinberg,

2002].

A maioria dos genes em eucariotas exibe uma estrutura de sequências codifi-

cantes (exões) intercaladas por sequências não codificantes, normalmente mais lon-

gas (intrões). A reacção de processamento do pre-mRNA que permite a remoção

dos intrões chama-se splicing. O splicing é levado a cabo pelo spliceossoma, um
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grande complexo macromolecular que se monta nos śıtios de splicing (i.e. junções

intrão/exão), processando-os. As proteinas integrantes da maquinaria molecular res-

ponsável pelo splicing do pre-mRNA são designadas por factores de splicing. O

splicing é um aspecto particularmente crucial da regulação génica. O processamento

do pre-mRNA tem que ocorrer com extrema precisão para que a mensagem codificada

no mRNA e traduzida no ribossoma seja a correcta [Burge et al., 1999]. Por outro

lado, o potencial codificante e a versatilidade funcional de cada gene são aumentados

por formas alternativas de splicing e a consequente produção de isoformas proteicas

diferentes, muitas vezes espećıficas de um determinado tecido ou estágio de desen-

volvimento. O splicing alternativo tem um papel fundamental em processos como a

apoptose, a diferenciação do sistema nervoso, o direccionamento axonal, a excitação

e a contracção celulares, etc [Hastings and Krainer, 2001; Lopez, 1998; Smith and

Valcarcel, 2000; Black, 2003]. Deficiências nos mecanismos de splicing, tais como

mutações em sequências reguladoras e alteraçõs nos ńıveis de factores de splicing,

podem originar splicing aberrante e causar doenças [Krawczak et al., 1992; Cartegni

et al., 2002].

A conclusão de projectos de sequenciação de genomas inteiros permitiu à comu-

nidade cient́ıfica colocar, ao ńıvel da sequência, muitas questões relevantes sobre a

complexidade dos organismos. A sequenciação foi acompanhada pelo desenvolvimento

de poderosas ferramentas de anotação genómica que permitiram tomar a sequência

de DNA e acrescentar-lhe vários ńıveis de interpretação biológica. Um genoma pode

ser anotado ao ńıvel dos nucleótidos, ao ńıvel das protéınas e ao ńıvel dos processos

[Stein, 2001; Brent, 2005].

A análise de um genoma individual fornece informação importante sobre a sua

estrutura mas menos sobre a sua função. Há uma grande variedade de genomas se-

quenciados pelo que a genómica comparativa pode ser usada na anotação funcional.

A comparação de genomas permite detectar sequências conservadas que podem cor-

responder a “assinaturas” funcionais, por força da selecção evolutiva. [Miller et al.,

2004].

Nesse contexto, propusemo-nos contribuir para o estudo da evolução da comple-

xidade da expressão génica e comparar os genes que codificam protéınas constitu-
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intes da maquinaria de splicing em diversas espécies eucariotas representativas e,

dessa forma, avaliar as especificidades funcionais de cada linhagem. Até há poucos

anos, o estudo da história evolutiva da maquinaria de splicing era limitado pela

ausência de sequências de genomas completos, que só recentemente começaram a

estar dispońıveis. Por exemplo, as sequenciação e anotação dos genomas do peixe-

balão japonês Fugu rubripes [Aparicio et al., 2002] e da asćıdia Ciona intestinalis

[Dehal et al., 2002] permitem agora preencher esse vazio com os ramos fiduciais dos

vertebrados distantes e dos cordados, respectivamente. Proporciona-se assim a opor-

tunidade de pesquisar exaustivamente os factores de splicing nestas espécies e dessa

forma alargar o nosso conhecimento sobre a sua evolução. Para o efeito, concebemos

e desenvolvemos um protocolo computacional destinado a identificar e proceder à

anotação semi-automática de factores de splicing em espécies de eucariotas represen-

tativas [Barbosa-Morais et al., 2006]. O estudo centrou-se em famı́lias de protéınas

cuja função no splicing está confirmada por evidência experimental. Inspeccionámos

visualmente 1894 protéınas, das quais 224 foram corrigidas manualmente.

A análise descrita mostra a conservação generalizada das protéınas constituintes

da base estrutural do spliceossoma, nomadamente snRNPs (small nuclear ribonu-

cleoproteins) e protéınas Sm, ao longo da linhagem eucariótica. Essa conservação

contrasta com expansões selectivas de famı́lias de protéınas que se sabe estarem en-

volvidas na regulação do splicing, nomeadamente de protéınas SR (nucleares, ricas

em serinas e argininas) em metazoários e hnRNPs (heterogeneous nuclear ribonucle-

oproteins, predominantemente protéınas nucleares de ligação ao RNA e com grande

diversidade de actividades celulares) em vertebrados. Também observámos que as

famı́lias de cinases CLK e SRPK (responsáveis pela fosforilação de protéınas SR) e a

famı́lia de protéınas reguladoras de splicing CUG-BP/CELF se encontram expandi-

das em vertebrados. Para além disso, verificámos a existência de vários genes de

factores de splicing monoexónicos em mamı́feros, o que sugere que a complexidade

da maquinaria de splicing naquela classe terá beneficiado do fenómeno de retrotrans-

posição (processo pelo qual um mRNA, ou fragmentos dele, sofre transcrição reversa

RNA→DNA e é inserido no DNA cromossomal).

Revimos e analisámos a evolução das famı́lias de protéınas relacionadas com o
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factor U2AF, caracterizando a conservação da sua estrutura funcional e discutindo as

implicações da sua diversidade na regulação do splicing. Os nossos estudos revelam,

mais uma vez, algumas expansões selectivas em vertebrados e posteriores duplicações

em linhagens espećıficas. Estes eventos sugerem que as protéınas U2AF e semelhantes

terão funções únicas e de alta especificidade, ao ńıvel do controlo da expressão génica

em organismos complexos.

As ferramentas de análise e anotação de sequências podem também ser utilizadas

na busca de sinais reguladores não codificantes na sequência de mRNA (elementos

reguladores em cis) que actuam como alvos para os complexos proteicos envolvidos

na biogénese do mRNA (reguladores em trans). Nesse sentido, desenvolvemos um

programa, a que se deu o nome de Splicing Rainbow, destinado a prever potenciais śıtios

de ligação de factores de splicing, nomeadamente protéınas SR e hnRNPs, ao RNA.

O programa envolveu, com base numa exaustiva recolha bibliográfica, a compilação

de mais de 50 motivos e foi colocado online, como parte da ASD Workbench [Stamm

et al., 2006].

Usámos a mesma abordagem na busca comparativa de motivos de ligação dos

factores U2AF65 (subunidade de 65 kDa do factor auxiliar do U2 snRNP) e PTB

(hnRNP de ligação a tractos poli-pirimid́ınicos) em sequências completas de mRNA,

discriminando região codificante e UTRs. Experiências de imunoprecipitação de RNA

e microarrays1, à escala genómica, identificaram mRNAs que interagem com os ditos

factores. A classificação desses mRNAs em grupos de Gene Ontology2 sugere que cada

factor está associado com populações de mRNA funcionalmente coerentes (o U2AF65 a

mRNAs envolvidos na regulação da transcrição e do ciclo celular; a PTB a trancritos

associados a transporte intracelular e compartimentos citoplasmáticos). A análise

bioinformática, que visou perceber se as populações têm elementos de distinção nas

respectivas sequências, mostra uma densidade significativamente maior de motivos

1Microarrays são pequenos suportes sólidos nos quais milhares de sequências codificadoras de

genes ou transcritos (sondas) estão imobilizadas ou ligadas de forma organizada em posições conhe-

cidas. As amostras podem ser DNA, cDNA ou oligonucleótidos. O DNA é impresso, depositado ou

sintetizado diretamente no suporte.
2O projecto Gene Ontology visa fornecer um vocabulário dinâmico e controlado para descrever

as caracteŕısticas de um gene e respectivos produtos em qualquer organismo.
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de ligação nas populações de mRNAs associados aos factores do que nas populações

não associadas usadas como controlo. De um modo geral, os resultados do trabalho

apoiam o modelo de interacção diferenciada entre populações de mRNA funcional-

mente relacionadas e protéınas de ligação ao RNA de acção reguladora espećıfica,

através de elementos de sequência reguladores não traduzidos [Gama-Carvalho et al.,

2006].

Demos ainda várias outras aplicações às ferramentas bioinformáticas de análise de

reguladores de splicing em cis. Com base na busca dos hipotéticos motivos de ligação

do factor TIA-1, procurámos intrões em genes envolvidos em apoptose com splicing

alternativo suscept́ıvel de ser regulado pelo dito factor. Procurámos caracterizar o

comportamento do spliceossoma no processamento de intrões com śıtio de splicing a

3’ de sequência “AGAG” (uma vez que “AG” é o consenso para śıtio de splicing a

3’ de um intrão). Fizemos uma análise de sequências, à escala genómica, procurando

exemplos de intrões potencialmente co-processados pelos dois tipos de spliceossoma3

- não encontrámos qualquer intrão de caracteŕısticas “h́ıbridas”. Descobrimos asso-

ciações entre nucleótidos espećıficos na composição dos śıtios de splicing intrónicos a

5’.

A compreensão dos mecanismos de expressão génica passa não só pela caracte-

rização qualitativa dos factores envolvidos e dos produtos génicos mas também pela

determinação efectiva da quantidade de mRNA transcrito num dado sistema. Os

microarrays são assim uma ferramenta poderosa em estudos de complexidade, já que

permitem a avaliação de padrões de expressão génica à escala genómica. A descrição

detalhada dos genes representados num microarray é uma componente informativa

fundamental para este tipo de experiências. Nesse contexto, propusemo-nos adap-

tar as ferramentas bioiformáticas de análise e anotação de sequências (desenvolvidas

no âmbito do estudo dos reguladores de splicing) a projectos de microarrays. Essas

colaborações envolveram trabalhos de natureza vária: anotação transcriptómica no

3A maioria dos intrões é processado por um splicessoma caracterizado por cinco snRNPs (U1, U2,

U4, U5 e U6), para além de outros factores proteicos. No entanto, nos Metazoários há uma classe

rara de intrões processados por uma maquinaria de splicing distinta, composta por quatro snRNPs

(U11, U12, U4atac and U6atac) diferentes mas funcionalmente análogos aos bem caracterizados U1,

U2, U4 e U6 snRNPs, respectivamente (o U5 snRNP é partilhado pelos dois tipos de spliceossoma).
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desenvolvimento de um protocolo de optimização dos processos de purificação en-

volvidos na obtenção de RNA para arrays de expressão e que se provou ser gerador

de dados altamente reprodut́ıveis [Naderi et al., 2004]; anotação conjunta e cruzada

de diferentes conjuntos de dados de microarrays de expressão, numa meta-análise

destinada à derivação de genes com padrões de expressão adequados ao seu uso no

prognóstico em cancro da mama [Teschendorff et al., 2006b]; anotação cruzada e

mapeamento genómico de clones de arrays envolvidos em diversos estudos de array-

CGH, na definição de perfis moleculares de cancros da mama primários [Chin et al.,

2006]; anotação genómica das sequências de sondas e respectiva estimação do número

de śıtios de restrição na optimização de combinação de enzimas, como parte de um

método para identificação de perfis de metilação de ilhas CpG 4 à escala genómica

[Ibrahim et al., 2006].

De um modo geral, este trabalho evidencia o enorme potencial de abordagens com-

putacionais na resolução de questões fundamentais da Biologia Celular e Molecular,

nomeadamente ao ńıvel da expressão dos genes. O estudo da maquinaria de splicing

em eucariotas constitui um contributo importante para a compreensão da evolução do

splicing e da sua relação com a complexidade dos organismos. Os resultados apoiam

uma forte relação entre as evoluções dos factores reguladores e do splicing alterna-

tivo, sugerindo que aqueles terão influenciado a pressão selectiva sobre os śıtios de

splicing e outros elementos reguladores em cis. Nesse domı́nio, este trabalho levanta

questões suscept́ıveis de lançar novas linhas de investigação, nomeadamente ao ńıvel

da correlação entre a especificidade funcional dos factores por determinadas isoformas

e os respectivos śıtios de ligação, em diferentes espécies e tipos celulares. Finalmente,

mostrámos ser posśıvel integrar, no mesmo âmbito de ferramentas bioinformáticas,

estudos completos de evolução, funcionais e de expressão, à escala genómica.

4Ilhas CpG são regiões do DNA na zona do promotor de um gene com uma grande concentração

de pares citosina-guanina (ligadas por um fosfodiéster). Contrariamente aos pares CpG nas regiões

codificantes de um gene, a maioria dos pares constituintes das ilhas CpG não são metilados se os

genes são expressos. Esta observação sugere que a metilação de śıtios CpG no promotor de um gene

pode inibir a sua expressão.
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The decoding of an eukaryote genome into its proteome involves the production of

an intermediate mRNA, whose biogenesis pathway comprises several complex steps.

Indeed gene expression in eukaryotes is known to be regulated at several levels through

an integrated and co-ordinated network of interactions. Splicing is a particularly

crucial aspect of gene regulation, as the processing of pre-mRNA to mature mRNA

must be very precise to ensure that the correct message is translated. Moreover the

coding potential and functional versatility of genes is increased by alternative splicing

pathways that generate different protein isoforms, very often in a developmental state

or tissue-specific way.

Splicing is carried out by the spliceosome, a large macromolecular complex that

assembles onto special sequences at the intron/exon junctions. Although more than

200 human spliceosomal and splicing-associated proteins are known, the evolution

of the splicing machinery had not been previously studied extensively. The recent

near-complete sequencing and annotation of distant vertebrate and chordate genomes

provides the opportunity for an exhaustive comparative analysis of splicing factors

across eukaryotes.

I have developed a semi-automated computational pipeline to identify and an-

notate splicing factors in representative species of eukaryotes. My analysis shows a

general conservation of the core splicosomal proteins across the eukaryotic lineage,

contrasting with selective expansions of protein families known to play a role in the

regulation of splicing, most notably of SR proteins in metazoans and of heterogeneous
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nuclear ribonucleoproteins (hnRNP) in vertebrates. I also observed vertebrate-specific

expansion of the CLK and SRPK kinases (which phosphorylate SR proteins), and the

CUG-BP/CELF family of splicing regulators. Furthermore I report several intron-

less genes amongst splicing proteins in mammals, suggesting that retrotransposition

contributed to the complexity of the mammalian splicing apparatus.

We have reviewed the conserved structural features that characterize the U2AF

protein families, discussing the potential implications of their diversity for splicing

regulation. My evolutionary studies reveal that some U2AF families also benefited

from vertebrate-specific expansion and subsequent lineage-specific duplications, sug-

gesting unique and highly specific functions for those proteins, in relation to control

of gene expression in complex organisms.

My work also focused on the identification of splicing cis-regulatory elements and

their functionality. Hence I developed a program to predict putative binding sites

for splicing factors, namely SR proteins and hnRNPs. This approach was followed

in the recognition of putative sequence elements discriminating mRNA populations

experimentally shown to interact with splicing factors U2AF and PTB. We performed

a comparative sequence motif search for consensus U2AF and PTB binding sites in

full length transcripts and our results suggest differential interaction between func-

tionally related mRNA populations and specific regulatory RNA-binding proteins,

through untranslated sequence regulatory elements. Likewise, I used sequence motif

recognition to search for introns in apoptosis-related genes whose alternative splic-

ing could be regulated by factor TIA-1. I have looked at splice site features too. I

have tried to characterize the spliceosome’s behaviour when processing introns with

“AGAG” 3’ splice sites. I have performed a genome-wide search for introns potentially

co-processed by major and minor spliceosomes - I found no “hybrid” intron. I have

found some associations between specific nucleotides in the composition of intronic 5’

splice sites.

I have applied our sequence analysis and annotation tools to several microarray

projects. Microarrays are a powerful tool in complexity studies as they allow the

evaluation of genome-wide patterns of gene expression. I have contributed to studies

that involve goals as diverse as the optimization of RNA purification steps, the iden-

xxx



Abstract

tification of robust prognostic meta-gene sets for outcome in breast cancer, the use of

array-CGH to define molecular portraits of primary breast cancers, or the profiling

of CpG islands.

In general, this work puts into evidence the use and potential of bioinformatics in

approaching fundamental questions in Molecular and Cell Biology, namely at the gene

expression level. By studying the complete machinery of splicing across eukaryotes, I

have given an important contribution on the evolution of splicing and its relation to

the complexity of organisms. My results indicate a strong link between the evolutions

of regulatory factors and alternative splicing, suggesting that the former influenced

the selective pressure on splice sites and other cis-regulatory elements. Furthermore,

this work raises some questions susceptible of triggering new lines of research, namely

on correlating functional specificity of individual factors for their splice isoforms with

the cognate recognition sequences in different species or cell types. Finally, I show that

complete genome-wide studies on evolution, function and expression can be integrated

in one consistent bioinformatics framework.
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Chapter 1

Introduction

The decoding of an eukaryote genome into its proteome involves the production of an

intermediate messenger ribonucleic acid (mRNA). In eukaryotic cells, the mRNA is

generated and processed in the cell nucleus through several complex steps before being

exported to the cytosol, where translation into protein takes place. Processing steps

include 5’ and 3’ ends modification, removal of non-coding sequences (splicing) and

sometimes RNA editing. When compared to prokaryotes, eukaryotes benefit from ex-

tra levels of gene expression regulation (transcription, pre-mRNA processing, mRNA

export, mRNA degradation, translation regulation, posttranslational modifications),

namely due to the spatial separation between the sites of mRNA generation (nucleus)

and translation (cytoplasm). Indeed different RNAs and proteins can be produced

from the same gene, which increases the coding potential of an eukaryotic genome

and constitutes a basis for complexity. For instance metazoans benefit from great

diversity in cell specialization and this requires a tight control of the expression of a

particular subset of these genes for each cell lineage or developmental state. Moreover,

the response of a cell to physiological and environmental factors requires a regulation

of gene products dependent on intra and extracellular signals [Gama-Carvalho, 2002;

Relógio, 2002; Orphanides and Reinberg, 2002].

Most eukaryotic genes exhibit a structure of coding sequences (exons) interrupted

by non coding sequences, generally longer (introns). The reaction of intron removal in

the processing of pre-mRNA is called splicing. Splicing is a particularly crucial aspect
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Introduction

of gene regulation and this processing of pre-mRNA to mature mRNA must occur with

extreme precision to ensure that the correct message is translated at the ribosome.

Additionally, the coding potential and functional versatility of genes is increased by

alternative splicing pathways that generate different protein isoforms, very often in

a developmental state or tissue-specific way. Alternative splicing plays a key role in

the regulation of developmental and cellular processes like apoptosis, nervous system

differentiation, sex determination, axon guidance, cell excitation and contraction,

etc [Hastings and Krainer, 2001; Lopez, 1998; Smith and Valcarcel, 2000; Black,

2003]. Defects in splicing mechanisms, such as mutations in regulatory sequences

and changes in levels of the proteins comprising the splicing machinery, can lead to

aberrant splicing and cause disease 1.

The completion of whole-genome-sequencing projects has allowed scientists to ad-

dress, at the sequence level, many relevant questions on organisms complexity. Se-

quencing was accompanied by the development of very powerful and useful genome

annotation tools. It is now possible to take the raw DNA sequence and add layers

of interpretation providing its biological significance. For example, the analysis of

complete sets of translated open reading frames (ORFs) in mammals revealed a sur-

prising abundance of alternatively spliced RNAs. There are several levels at which

a genome can be annotated: nucleotide-level, protein-level and process-level [Stein,

2001; Brent, 2005].

The analysis of an individual genome provides important information on its struc-

ture but less on its function. Genomes have been sequenced for a wide range of organ-

1More than a decade ago, a first survey of point mutations in mRNA splice junctions led to an

estimate of more than 15% of mutations causing disease involve splicing [Krawczak et al., 1992].

This is clearly an underestimate as it does not consider silent mutations in coding regions that, for

example, affect exonic splicing enhancers and may therefore have an effect on the translated product

[Cartegni et al., 2002; Pagani and Baralle, 2004]. Indeed systematic studies showed that genomic

variants affecting splicing (many of which not affecting the consensus splice sites) are involved in near

50% of ataxia telangiectasia and neurofibromatosis type 1 cases [Teraoka et al., 1999; Ars et al., 2000].

Splicing defects are connected with other pathologies as diverse as thalassemia, myotonic dystrophy,

Menke disease, occipital horn syndrome, familial disautonomia, cystic fibrosis, Frasier syndrome,

retinitis pigmentosa and some forms of cancer [Faustino and Cooper, 2003; Hastings and Krainer,

2001; Nissim-Rafinia and Kerem, 2002; Sharp, 1994; Smith and Valcarcel, 2000].
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1.1. Pre-mRNA Splicing

isms and therefore comparative genomics can be used in the functional annotation.

Comparing genomic sequences may allow to find conservation signatures, as functional

sequences are subject to evolutionary selection [Miller et al., 2004]. One tool for the

study of evolution of gene expression complexity is to compare, across representative

species of eukaryotes, the genes encoding proteins that constitute the mRNA process-

ing machinery and hence assess lineage functional specificities. Moreover, sequence

analysis tools can be used in the search for non-coding mRNA regulatory signals that

act as targets for the protein complexes involved in mRNA biogenesis.

Measuring actual levels of gene expression involves assessing the amount of tran-

scribed mRNA in a given system. Microarrays are thus a powerful state-of-the-art

tool in complexity studies, as they provide a genomewide large scale evaluation of

gene expression profiles and patterns.

1.1 Pre-mRNA Splicing

1.1.1 mRNA biogenesis pathway

Due to their complexity, the consecutive steps of mRNA biogenesis have initially been

studied separately but recent work shows that they are not independent (Figure 1.1)

[Orphanides and Reinberg, 2002; Moore, 2005]. Functional links between the protein

factors that carry out the different steps in the gene expression pathway have been

revealed and physical interactions between the various machineries have also been

uncovered. The protein factors responsible for each individual step in gene expression

are functionally and sometimes physically connected. Regulation of the pathway

from gene to protein is controlled at multiple stages but there are no general rules

describing how the pathway is regulated. Different classes of genes are regulated at

different stages [Orphanides and Reinberg, 2002; Moore, 2005].

RNA polymerase II (RNAP II), a 12-subunit complex, is responsible for the tran-

scription of mRNA in eukaryotic cells. It catalyzes the DNA-dependent synthesis of

mRNA but requires accessory proteins, named general transcription factors, as it can

not recognize the promoters of target genes [Woychik and Hampsey, 2002; Orphanides

and Reinberg, 2002]. The initiation of transcription involves several steps: assembly
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Figure 1.1: Gene Expression

In this current model for the regulation of gene expression, each step is physically and functionally

connected to the next (see text for details). (Adapted from [Orphanides and Reinberg, 2002].)
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1.1. Pre-mRNA Splicing

of a so-called pre-initiation complex at the core promoter, separation of the DNA

strands at the initiation site (“promoter melting”), formation of the first phospho-

diester bonds of the transcript, and disruption of the interactions between RNAP II

and the promoter (“promoter clearance”). The elongation stage begins with a mas-

sive phosphorilation of the C-terminal domain (CTD) of the large subunit of RNAP

II. It is currently accepted that the CTD is a platform for the ordered assembly of

the different families of pre-mRNA processing factors, as it has been shown that the

CTD is essential for efficient pre-mRNA processing and interacts specifically with all

classes of processing machineries. CTD phosphorylation is therefore likely to coordi-

nate the recruitment of pre-mRNA capping, splicing, and 3’ processing factors (see

below) at different stages in the nascent mRNA synthesis. Transcription termination

consists in the release of transcripts from the site of transcription and of RNAP II

from the DNA template [Proudfoot et al., 2002]. Currently this process is not fully

understood but it has been shown to depend on the existence of a polyadenylation

(poly-A) signal and to be triggered by the 3’ end processing.

The first pre-mRNA processing step is the addition of a ’cap’ at the 5’ end of

the mRNA to prevent degradation of the transcript by exonucleases. Capping oc-

curs after 20–30 nucleotides have been synthesized and is a three-step reaction: first

an RNA 5’ triphosphatase hydrolyzes the triphosphate of the first nucleotide to a

diphosphate; then a guanylyltransferase catalyzes the addition of a GMP (guano-

sine monophosphate) to the first nucleotide of the pre-mRNA via an unusual 5’-5’

triphosphate linkage; finally a methyltransferase methylates the N7 position of the

transferred GMP [Shatkin and Manley, 2000]. This initial cap structure is then recog-

nized by the cap binding complex and it is believed to then play a major role in the

stabilization of the mRNA, as it represents an obstacle for 5’-3’ exonucleases. It also

enhances translation by promoting the engagement of the ribosomal subunits with

the mRNA [Proudfoot et al., 2002].

Most of the genes in metazoa are interrupted by long noncoding sequences named

introns. Thus, in order to generate a functional message from the DNA template,

introns must be spliced out of the RNA copy of the gene. The pre-mRNA splicing

mechanism is described in 1.1.2 and below.
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All eukaryotic protein encoding mRNAs (with the exception of replication-depen-

dent histone genes in higher eukaryotes) contain a uniform and protective 3’ end

comprising about 200 adenosine nucleotides. The 3’ end processing consists in a two-

step reaction: the mRNA is cleaved and then polyadenylated. The formation of the

poly-A tail involves the recognition of specific sequences present on the pre-mRNA and

the polyadenylation machinery, consisting of at least six multimeric protein factors

[Proudfoot et al., 2002; Zhao et al., 1999].

Besides capping, splicing and 3’ end processing, there are other types of post-

transcriptional modifications broadly defined as RNA editing. The most common

in mammals are deamination reactions, like the conversion of C to U and of A to I

(inosine or isoleucine - read as G in translation), but insertion or deletion of particular

bases have also been reported. These modifications can affect both coding and non-

coding (namely intronic) sequences and are suggested to regulate splicing and to have

a role in processing and stability of mRNAs [Keegan et al., 2001].

After being synthesized and before being translated, the mRNA must be ‘ex-

ported’ from the nucleus to the cytoplasm. Specialized gates termed nuclear pore

complexes (NPC) span the nuclear envelope. It is believed that mRNA transport

proteins recognize and bind to a conserved element found in processed transcripts,

forming splicing-dependent mRNP complexes, and target them to nuclear pores, while

hnRNP proteins (known to be splicing factors - see 1.1.3) retain introns in the nucleus

[Reed and Magni, 2001; Moore, 2005]. Indeed it has been suggested that splicing and

export are coupled, as some other splicing factors (namely SR proteins - see 1.1.3)

are known to be involved in mRNA transport and splicing of pre-mRNAs is known

to promote their export [Orphanides and Reinberg, 2002].

Translation of mRNA is not independent of its biogenesis [Gama-Carvalho, 2002].

The efficiency of translation is regulated by proteins that travel with the mRNPs to

the cytoplasm and a first round of translation is known to be a quality control step

(by detecting mRNAs with premature stop codons)2. There are further mechanisms

that control the quality of a nascent transcript, preventing the synthesis of spurious

2Moreover, work reporting nascent polypeptides in nucleic sites suggests low level translation in

the nucleus, coupled with transcription [Iborra et al., 2001].
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1.1. Pre-mRNA Splicing

proteins that could inflict damage to the cell by proofreading the messages and regu-

lating mRNA stability. For instance, mRNA turnover pathways are decisive in gene

expression. Nuclear exonucleases are believed, not only to degrade introns, but to

contribute to the elimination of inefficiently processed pre-mRNAs and malformed

mRNAs [Moore, 2002].

1.1.2 Mechanism of Splicing

The splicing of pre-mRNA involves two transesterification reactions (Figure 1.2)

[Burge et al., 1999]. In the first, the 3’-5’-phosphodiester bond at the 5’ splice site is

attacked by the 2’-hidroxyl group of the conserved intronic adenosine at the branch

site. A 2’-5’ phosphodiester bond is formed, generating a lariat and a free 5’ exon,

with a 3’-hidroxyl group. This group then attacks the phosphodiester bond at the 3’

splice site, releasing the intron lariat (to be degraded) and ligating the exons3.

Figure 1.2: Splicing chemical mechanism

5’ ss and 3’ ss - splice sites; BP - Branch Point; p - phosphodiester bond (see text for details).

3Most pre-mRNAs undergo the described mechanism, which can be termed cis-splicing. However,

in some species (namely Trypanosomes and Nematodes), the process can occur as trans-splicing: 5’

and 3’ splice sites are in different pre-mRNAs, fused during splicing [Nilsen, 2001].
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The exact location of introns, exons and sites for the transesterification reactions

are defined by conserved elements within the gene sequence [Burge et al., 1999].

In Saccharomyces cerevisiae the 5’ splice site is defined by the consensus sequence

R|GUAUGU, the branch point by UACUAAC and the 3’ splice site by CAG|N (pre-

ceded by a poly-U tract)4. These very specific elements are sufficient for a proper

recognition of the splice sites by the splicing machinery and the subsequent intron

excision.

In higher eukaryotes, the consensus sequences are more degenerate and therefore

less specific (Figure 1.3). Although essential, they are not sufficient for splicing [Green,

1986]. For metazoans, only |GT at the 5’ splice site, AG| at the 3’ splice site and

the branch site A (aproximately 18-40 nucleotides upstream of the 3’ splice site) are

very conserved. There is also a poly-Y (polypyrimidine) tract (10-20 nucleotides long)

upstream of the 3’ splice site. As these motifs do not provide full specificity for splice

site determination, other sequence elements (intronic and exonic splicing enhancers

and silencers) are involved in splice site selection [Blencowe, 2000].

In many vertebrates, insects and plants there is a minor class of introns (aprox-

imately 0.2% of human introns), lacking a poly-Y tract, with slightly different and

highly conserved splicing signals: |RUAUCCUUU for 5’ splice site, YAS| for 3’ splice

site and UCCUUAAC for branch point (10-20 nucleotides upstream of the 3’ splice

site)5 [Burge et al., 1999; Zhu and Brendel, 2003; Levine and Durbin, 2001; Burge

et al., 1998; Tarn and Steitz, 1996; Tarn and Steitz, 1997; Patel and Steitz, 2003].

These introns were originally named AT-AC introns and are spliced out by a different

splicing machinery (the minor spliceosome).

4R represents a puRine (A or G), A the branching nucleotide, N any nucleotide and the vertical

bar | the splice junction.
5R represents a puRine (A or G), A the branching nucleotide, Y a pYrimidine (C or T), S a

Strong hydrogen bonding (C or G, following the IUPAC ambiguous nucleotide code) and the vertical

bar | the splice junction.
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1.1. Pre-mRNA Splicing

1.1.3 Spliceosome

Splicing is carried out by the spliceosome, a large macromolecular complex that as-

sembles onto special sequences at the intron/exon junctions [Sharp, 1994; Kramer,

1996; Luhrmann et al., 1990].

The estimated number of human spliceosomal and splicing-related proteins has

been rapidly increasing due to improvement and sophistication of methods used in

their identification. For example, gel filtration has been combined with affinity-

chromatography techniques [Reed, 1990], two dimensional gel electrophoresis methods

and advanced mass spectrometry [Neubauer et al., 1998; Wilm et al., 1996] now make

it possible to analyze very complex peptide mixtures by liquid chromatography cou-

pled with tandem mass spec [Griffin and Aebersold, 2001]. Recently application of

these methods has increased the apparent number of spliceosomal proteins [Rapp-

silber et al., 2002; Washburn et al., 2001]. More than 200 spliceosome-associated

proteins are currently known [Burge et al., 1999; Black, 2003; Hartmuth et al., 2002;

Zhou et al., 2002; Jurica and Moore, 2003; Neubauer et al., 1998; Rappsilber et al.,

Figure 1.3: Consensus splicing signals

Schematics of a two-exon human pre-mRNA showing conserved intronic motifs. The size of each

nucleotide is proportional to its frequency at the corresponding position (in an alignment of

conserved intronic sequences). Classical consensus motifs are represented in blue and branch-point

A in orange. Vertical lines represent intron/exon boundaries. (Adapted from [Cartegni et al.,

2002].)
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2002; Nilsen, 2003]. Although fluorescence and biochemical studies suggest a role

in splicing for many of the novel proteins identified with sensitive protein detection

methods [Rappsilber et al., 2002], many of these newer components are not function-

ally validated and therefore can not be classified as bona fide splicing factors [Jurica

and Moore, 2003].

The spliceosome comprises small nuclear ribonucleoprotein particles (snRNPs) and

a collection of protein splicing factors. At present, nine distinct types of snRNPs - U1,

U2, U4, U5, U6, U11, U12, U4atac and U6atac - are known to form spliceosomes6.

Each snRNP is composed of a stable small nuclear RNA (snRNA) bound by a core

ring of seven different so-called Sm proteins (B/N, D1, D2, D3, E, F, G)7. Each

snRNP also contains several specific proteins responsible for cross-linking with pre-

mRNA or protein-protein interactions in the spliceosome assembly [Luhrmann et al.,

1990; Gozani et al., 1996; Gozani et al., 1998]. For example, the 70 kDa U1 snRNP

specific protein comprises one RNA recognition motif (RRM) and two arginine/serine

rich (RS) domains for interaction with other proteins (Figure 1.4).

Several DExD/H-box proteins (ATPases/RNA helicases or unwindases) identified

both in yeast and mammalian systems are thought to mediate multiple RNA confor-

mational changes occurring throughout the splicing process and hence to be required

for the stepwise and dynamic assembly of the spliceosome. It is believed that they are

required for the unwinding of short RNA-RNA duplexes that are formed between the

different snRNAs or pre-mRNA molecules and for the dissociation of RNA-protein

complexes. For instance, the Prp5 and UAP56 helicases, which are DEAD-box pro-

teins (containing the conserved amino acid motif Asp-Glu-Ala-Asp, D-E-A-D in the

single letter amino acid code), might facilitate the recruitment of the U2 snRNP. The

100 kDa subunit of the U5 snRNP is also a DEAD-box helicase (domain structure

illustrated in Figure 1.4) and has been implicated in the ATP-dependent switch be-

tween the initial 5’SS:U1 snRNA duplex and the subsequent 5’SS:U6 snRNA pairing

(see subsection 1.1.4). The first trans-esterification reaction requires the DEAH-box

6U11, U12, U4atac and U6atac form, together with U5, the minor spliceosome [Tarn and Steitz,

1997; Patel and Steitz, 2003].
7Exceptionally U6 snRNP contains a different but similar ring of Sm like (LSm) proteins [Salgado-

Garrido et al., 1999; Seraphin, 1995]
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protein Prp2 and subsequent steps (i.e. the second trans-esterification reaction, the

release of the mature mRNA and the recycling of the spliceosomal components) re-

quire other DEAH-box proteins: Prp16, Prp22 and Prp43, respectively [Rocak and

Linder, 2004; Ismaili et al., 2001].

Among the most important non-snRNP factors is the U2 snRNP auxiliary factor

(U2AF) which in mammals is composed of a 35 and a 65 kDa subunits. U2AF65 com-

prises three RNA recognition motifs (RRM), involved in the binding to the polypyrim-

idine tract, and an amino-terminal arginine/serine rich (RS) domain (Figure 1.4), as-

sociated with the recruitment of U2 snRNP to the branch site [Valcarcel et al., 1996].

U2AF35 contains a pseudo-RRM and carboxy-terminal RS domain and is known to

interact with the AG dinucleotide at the 3’ splice site 8 [Merendino et al., 1999; Wu

et al., 1999].

Accessory proteins mediate additional functions in cooperation with the spliceo-

some. For example, SR (serine/arginine-rich) proteins, highly conserved through-

out metazoans, play an important role [Graveley, 2000; Hastings and Krainer, 2001;

Longman et al., 2000; Mount and Salz, 2000; Tacke and Manley, 1999] by facilitating

spliceosome assembly as mediators of the interaction between snRNPs, or by sub-

strate specific exonic splicing enhancers (ESEs) detection [Blencowe, 2000; Cartegni

et al., 2002]. By binding to ESEs, the SR proteins help to recruit U2AF65 (through

interaction with the RS domain of U2AF35) and establish the link between the factors

associated with the 3’ splice site of an intron and factors associated with the 5’ of the

following intron (performing exon recognition). The degeneracy of ESE sequences may

allow overlap in binding of proteins with antagonist effects, different binding affinities

and variable expression levels. SR proteins can also act as ‘passive’ enhancers, by

antagonizing splicing silencers. Specificity is therefore introduced by combinatorial

control. This has a key role on the regulation of alternative splicing [Smith and Val-

8Introns can be classified as AG independent, if they can undergo de first step of splicing without

a conserved 3’ splice site, and AG-dependent, if splicing is disrupted when the AG is mutated [Reed,

1989]. A strong poly-Y tract can compensate for the absence of the AG dinucleotide, which indicates

that the recognition of the poly-Y tract by U2AF65 is sufficient AG-independent introns to be spliced

out. In AG-dependent introns, U2AF35 proves to be indispensable, mediating the recognition of the

3’ splice site through the interaction with the AG.
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carcel, 2000]. SR proteins have one or two N-terminal RRMs that interact with the

pre-mRNA and a C-terminal RS domain (repetitions of arginine/serine dipeptides)

(Figure 1.4) mainly responsible for protein-protein interactions but recently shown to

interact also with RNA [Shen and Green, 2004; Shen et al., 2004]. These are features

that confer splicing activation properties to SR proteins. SR-related nuclear matrix

proteins are known to act as splicing coactivators [Blencowe et al., 1998; Eldridge

et al., 1999]. CLK (CDC-like) and SRPK (SR-protein-specific) kinases phosphorylate

SR proteins, modulating their function in splicing [Duncan et al., 1998; Prasad et al.,

1999; Ngo et al., 2005]. They include a conserved catalytic domain (illustrated for

protein Clk2 in Figure 1.4) whose N-terminal extremity has been shown to be involved

in ATP binding [Hanks and Hunter, 1995].

Like SR proteins, heterogenous nuclear ribonucleoproteins (hnRNPs), whose struc-

ture usually includes one or more RRMs (Figure 1.4) and some auxiliary domains,

are important alternative splicing regulators. They are a large group of molecules

identified by their association with unspliced mRNA precursors (hnRNA) and are

not a single family of related proteins [Krecic and Swanson, 1999]. They bind to

many intronic and exonic splicing enhancers and repressors. For example, hnRNP A1

is a splicing factor shown to counteract SR proteins, acting as an exonic repressor.

Some genes have tissue-specific splicing patterns that are sensitive to the relative ratio

of hnRNP A1 to ASF/SF2 (SR protein and important splicing regulator). hnRNP

A1 can also act as an intronic repressor and even autoregulates the splicing of its

own transcript [Black, 2003]. Some other hnRNPs are tissue or gene specific splicing

regulators. In neurons, alternative splicing of the c-src Nl exon is regulated by an

intronic enhancer binding a complex of hnRNPs F and H and KSRP (KH-type splic-

ing regulatory protein) and a repressor binding PTB/hnRNP I [Modafferi and Black,

1999]. PTB is also involved in the regulation of alternative splicing for many other

genes [Ashiya and Grabowski, 1997; Zhang et al., 1999; Lou et al., 1999; Wollerton

et al., 2001]. hnRNPs are also involved in many other cellular activities and regu-

latory pathways: transcription regulation, telomere maintenance, mRNA translation

and turnover, etc [Krecic and Swanson, 1999].

There are many other splicing factors that are tissue or gene specific. TIA-1 is
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an RNA-binding protein (comprising 3 RRMs - Figure 1.4) known to be involved

in a mechanism of alternative splicing regulation that controls biological processes

as important as programmed cell death in humans [Forch et al., 2000]. Nova-1, a

hnRNP-related protein, harbors three KH-type RNA-binding domains (Figure 1.4)

and is expressed exclusively in neurons within the central nervous system, regulating

neuron-specific alternative splicing [Jensen et al., 2000]. Likewise Elav (embryonic

lethal abnormal visual) proteins have 3 RRMs (Figure 1.4) and are known to be

involved in neuron-specific alternative splicing [Lisbin et al., 2001]. The CUGBP

(CUG-binding) and ETR-like protein family (CELF) also includes neuron-specific

splicing regulators (e.g. NAPOR [Zhang et al., 2002]). CELF proteins are generally

implicated in tissue-specific and developmentally regulated alternative splicing [Ladd

et al., 2001].

1.1.4 Spliceosome assembly

In higher eukaryotes, spliceosome assembly is directed by three major conserved se-

quence elements in the pre-mRNA: the 5’-splice site, the branch point and the 3’-splice

site. These sequences are recognized by the snRNPs and protein splicing factors

through protein-RNA interactions and snRNA-pre-mRNA base pairing.

Splicing of the vast majority of introns depends on base-pairing interactions in-

volving the recognition of the 5’ splice site (which first two nucleotides are usually

GT) by U1 snRNP (and base pairing with U1 snRNA) and interaction between U2

snRNP and the 3’ splice site. This involves a sequential recognition of the branch

point sequence: first by the protein SF1/BBP (in the so called “E” complex - the

first functional intermediate in spliceosome assembly) and then by the binding of U2

snRNP, through base-pairing with U2 snRNA (Figure 1.5). The later ATP-dependent

association is mediated by both 35 and 65 kDa subunits of the heterodimeric U2 auxil-

iary factor (U2AF) which bind to 3’ splice site (which last two nucleotides are usually

AG) and the polypyrimidine tract (between branch point and 3’ splice site) respec-

tively [Banerjee et al., 2003; Guth and Valcarcel, 2000; Hastings and Krainer, 2001;

Wu et al., 1999].

The “A” complex is then joined by the U4.U6/U5 tri-snRNP, in a ATP-dependent
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Figure 1.4: Domain structure of splicing factors

Diagrams are adapted from SMART [Letunic et al., 2004]. RS domain annotation is extracted

from UniProt [Bairoch et al., 2005]. (Inspired in [Graveley, 2000] and [Black, 2003].)
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process, and this “B1” complex is rearranged by the interaction of U6 with the 5’

splice site and the lost of U1 an U4. The resulting “B2” (or “C”) complex catalyses

the two transesterification steps in which splicing takes place. The first consists of

the cleavage of the 5’ exon from the intron and the ligation of the 5’end of the intron

to the branch point (producing a lariat structure). In the second, the lariat intron

is released by the cleavage of the 3’ splice site and the surrounding exons are ligated

[Black, 2003; Sharp, 1994].

Additionally, metazoans contain a minor class of introns that share a distinct set

of conserved elements: their 5’ splice site consensus is different and longer and can

start with GT or AT; the branch point consensus is stronger and longer; the 3’ splice

sites have AG or AC. Minor introns were recently identified for 183 known human

genes [Levine and Durbin, 2001]. Splicing of minor introns is carried out by a distinct

spliceosome that contains U11, U12, U4atac and U6atac snRNPs in the place of U1,

U2, U4 and U6 respectively (U5 is common to both spliceosomes). Minor snRNPs and

their major correspondents are shown to differ mainly on the srRNAs, their protein

compositions are similar [Patel and Steitz, 2003; Will et al., 1999].

1.1.5 Alternative Splicing

As mentioned before, consensus sequence signals for splice sites are degenerate. Con-

served sequence elements are not enough for unequivocal definition of intron/exon

junctions and the splicing machinery is allowed to select between alternative splice

sites. However, there is no randomness in this selection. The mRNA must be

processed with extreme precision and specificity and alternative splicing is tightly

regulated.

The majority of genes in metazoa are multi-exonic and the estimated proportion

of human genes that undergo alternative splicing goes from 40% to more than 80%

[Modrek and Lee, 2002; Johnson et al., 2003; Kampa et al., 2004]. For those genes,

different combinations of exons can be spliced together and there are several types of

alternative splicing events (Figure 1.6).

Alternative splicing affecting coding regions leads to the synthesis not only of

different functional proteins but also of truncated and non-functional proteins (to
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Figure 1.5: Spliceosome assembly.

Exons are represented by thick and introns by thin lines; protein particles (U snRNPs, U2AF and

SF1) are represented by round shapes; snRNAs are depicted by the lines accompanying snRNPs;

splice sites and branch point (A) are indicated (see text for details). (Adapted from

[Gama-Carvalho, 2002].)
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be degraded). Alternative splicing in untranslated regions (UTR) is known to be

involved in the regulation of translation. Thus in both cases alternative splicing can

act as a switch for the production of a protein [Graveley, 2001; Smith and Valcarcel,

2000].

In mammals, introns are outstandingly long when compared with exons. Therefore

recognition of splice sites must rely primarily on exon-bridging interactions. Indeed

most of natural mutations affecting the 5’ splice site at the end internal exons originate

exon skipping rather than intron inclusion [Robberson et al., 1990], which would be

predicted assuming “cross-intron” splicing. An exon definition model, where the

binding of U1snRNP to the 5’ splice site stabilizes the interaction between U2AF and

the upstream 3’ splice site, has been proposed [Robberson et al., 1990; Maniatis and

Tasic, 2002]. As described in 1.1.3, SR proteins mediate this ‘cross-talk’ between the

upstream 3’ss and the downstream 5’ss by binding to ESEs (Figure 1.7).

Splicing is regulated by cis and trans elements: pre-mRNA sequences and so-

called splicing factors, respectively. Although the relative ‘strength’ of splice sites has

an important influence on the frequency of selection of an exon, regulation of both

constitutive and alternative splicing relies, specially in vertebrates, on a complex

system of other sequence elements. These can be both intronic and exonic and have

both an enhancing and a silencing action - according to these features they are named

with the acronyms ISE, ISS, ESE and ESS. Thus splice site selection depends on the

Figure 1.6: Types of alternative splicing events.

Introns are shown as solid lines, constitutive exons as beige boxes, alternative exons as blue boxes,

splicing patterns above and below as dashed lines. (Adapted from [Matlin et al., 2005].)
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balance between antagonistic activities (Figure 1.8A) [Matlin et al., 2005; Gama-

Carvalho, 2002].

Several mechanisms of splicing activation and repression have been described.

Most of ESEs comprise binding sites for SR proteins. As already mentioned, SR

proteins are involved in the recruitment of the splicing machinery to the splice sites

(namely of U2AF65 to weak poly-Y tracts) and play a decisive role in exon defini-

tion. They can also promote splicing just by antagonizing the silencing effect of an

inhibitory protein that is susceptible of binding to an overlapping ESS. Typical ESE

sequences can act as silencers when they fall near constitutive splice signals. Many

silencers (both ISS and ESSs) include binding sites for hnRNPs, namely hnRNP A1,

hnRNP F/H, hnRNP L and PTB/hnRNP I. Splicing repressors can exert their splic-

ing inhibiting effect by directly competing with SR proteins for a binding site. They

can also loop out and ‘mask’ an exon by binding to ISSs in the surrounding introns

and dimerizing. Additionally, nucleation and cooperative binding of inhibitory factors

can ‘shield’ ESEs and other binding sites for the splicing machinery. Apart from SR

Figure 1.7: Exon definition

The splicing machinery recognizes 5’ (GU) and 3’ (AG) splice sites (ss) as exon flanking sequences.

SR proteins, binding to exonic splicing enhancers (ESE), recruit U1 snRNP to the downstream 5’ss

and U2AF to the upstream polypyrimidine (YYYY) tract (65 kDa subunit) and 3’ss (35 kDa

subunit). U2AF recruits the U2 snRNP to the branch point (A). SR proteins function in both

“cross-exon” and “cross-intron” recognition complexes. (Adapted from [Maniatis and Tasic, 2002].)
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1.2. Genome dymanics in Vertebrates

proteins and hnRNPs, there are other proteins known to act as tissue-specific splicing

regulators: TIA1 and TIAR, Nova-1, NAPOR or members of the CELF/CUG-BP

family. Examples of mechanisms for splicing silencing and enhancing can be found

in Figure 1.8B. They illustrate how modulating the concentration of splicing regu-

latory factors can affect splice site choice and be determinant in alternative splicing

[Cartegni et al., 2002; Matlin et al., 2005; Gama-Carvalho, 2002].

It has been suggested that the presence of more alternative splices in a species

could account for further complexity but the notion of increased alternative splicing in

higher eukaryotes (namely vertebrates) is still somewhat contentious. The relatively

low number of human genes [Lander et al., 2001; Venter et al., 2001], when compared

with simpler species, led, among many other hypothesis (greater gene modularity

in human, post-translational modifications [Banks et al., 2000]), to the idea that

alternative splicing may be responsible for more transcripts per gene and therefore a

much larger proteome in human than in other species [Ewing and Green, 2000].

However, different large scale EST (expressed sequence tag) studies lead to dif-

ferent results. A recent estimate indicates greater amount of alternative splicing in

mammals than in invertebrates [Kim et al., 2004] but those results were immediately

disputed by the authors of a previous analysis which suggests that the total amount

of alternative splicing is comparable among animals (mammals, insects and worms)

[Brett et al., 2002].

Nevertheless, tissue and gene-specific alternative splicing patterns or subtle sophis-

tication on the splicing regulatory pathways may contribute to an organism’s com-

plexity. For instance, alternative splicing is extensive in the brain of higher organisms

and is known to be involved in the regulation of channel and receptor activities and

synaptic function [Lipscombe, 2005].

1.2 Genome dymanics in Vertebrates

1.2.1 Genomic Expansion

It is believed that at least two rounds of whole-genome duplication (polyploidiza-

tion), estimated to have occurred around 600 million years ago, are coincident with
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Figure 1.8: Regulation mechanisms of alternative splicing

A - Alternative splicing regulatory elements: exonic/intronic splicing enhancers/silencers (ESE,

ESS, ISE, ISS). Enhancers can activate splice sites or repress silencers, silencers can repress splice

sites or enhancers. The splicing pattern is determined by the balance between the two competing

activities. B - Examples of mechanisms for splicing silencing and enhancing: for the FAS gene, a

weak 5’ss is enhanced by TIA1 binding to a downstream ISE and promoting the interaction of U1

snRNP with the splice site; in Drosophila, for the tra gene, repression of the non-sex-specific 3’ss

and selection of the downstream female-specific 3’ss involves the interaction between SXL and an

ISS located in the poly-Y tract; in HIV1, the inclusion of exon 3 of tat depends on the relative

abundance of hnRNP A1 and SF2/ASF, as the multimerization of the first from an ESS can be

blocked by the binding of the second to an upstream ESE; for the src gene, splicing of exon N1 is

regulated by a combination of antagonistic and cooperative interactions involving both enhancing

and inhibiting factors (SF2/ASF, hnRNP A1, PTB, nPTB - neuronal PTB, hnRNP H/F, KSRP -

KH-type splicing regulatory protein). (Adapted from [Matlin et al., 2005].)
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1.2. Genome dymanics in Vertebrates

the appearance of vertebrates, shaping their genome, and precede the emergence of

mammals. Indeed, it has been widely observed that mammals benefit from four copies

of genes that appear as an unique copy in invertebrates. Mammals possess, in general,

four or less paralogous 9 gene clusters [Aparicio, 2000; Vandepoele et al., 2004].

The analysis of Hox genes and Hox gene clusters (important in development,

known to be involved in the patterning of the anterior-posterior axis of vertebrate

and invertebrate embryos) illustrates these findings. It was observed that protostome

invertebrates and Amphioxus (deuterostome cephalochordate, an extant sister group

to vertebrates) have a single Hox cluster, whereas the lobe-finned fish, amphibians,

reptiles, birds, and mammals posses four clusters. These findings support two rounds

of entire-genome duplication early in vertebrate evolution but it has been suggested

that a first duplication occurred after the divergence of the cephalochordates, and

a second one occurred after the divergence of the jawless vertebrates (Figure 1.9)

[Aparicio, 2000; Vandepoele et al., 2004; Garcia-Fernandez and Holland, 1996; Hol-

land et al., 1994; Holland, 1997].

Mapping of Hox genes in the teleosts Fugu rubripes (Japanese pufferfish) [Aparicio

et al., 2002], Spheroides nephelus (Southern pufferfish) and Danio rerio (zebrafish)

revealed extra sets of genes and suggests a lineage-specific genome duplication [Apari-

cio, 2000; Amores et al., 1998; Amores et al., 2004] (Figure 1.9). Indeed, the three

species exhibit seven Hox compexes. Taken the four tetrapod counterpart has refer-

ences, the pufferfish possesses two copies of Hox B and Hox D clusters, a single Hox

C cluster and at least two Hox A clusters. Zebrafish has two copies of Hox A, Hox B

and Hox C clusters and a single Hox D. These findings support genome duplication

before divergence of zebrafish and pufferfish lineages, followed by differential loss of

a Hox C cluster in the pufferfish lineage of a Hox D cluster in the zebrafish lineage.

Moreover, recent phylogenetic studies on Fugu duplicates and paralogons support

9In this case the copies are called paralogous because they arise from a duplication in an ancestor,

followed by speciation. In general, homologous sequences are orthologous if they were separated by

a speciation event: if a gene exists in a species, and that species diverges into two species, then the

copies of this gene in the resulting species are orthologous. Homologous sequences are paralogous if

they were separated by a gene duplication event: if a gene in an organism is duplicated, then the

two copies are paralogous.
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a fish-specific whole-genome duplication, early during the radiation of modern ray-

finned fishes, probably before the origin of teleosts (around 350 million years ago)

[Christoffels et al., 2004; Vandepoele et al., 2004].

Figure 1.9: Vertebrate genome evolution

The ancestral chordate genome (represented by a schematic chromosome) underwent at least two

rounds of duplications (2×), estimated to have occurred around 600 million years ago, to generate

the ancestral jawed vertebrate genome. This produced a fourfold increase in the number of the Hox

complex genes (represented by a series of boxes in the chromosome). Tetrapods then lost some

genes during evolution but ray-finned fishes underwent an additional round of genome duplication

(around 350 million years ago). Fugu and zebrafish lineages subsequently suffered different gene

losses. (Adapted from [Aparicio, 2000].)

1.2.2 Fate of Gene Duplications

To be retained, duplicates must become selective advantageous before deleterious

mutations disrupt their functionality. On one hand, coding sequences can undergo

mutations that, by altering the resulting protein function, provide a selective ad-

vantage. On the other hand, expression patterns can be changed by mutations in

regulatory sequences [Aparicio, 2000].

The classical model for the retention of duplicates states that initially the two
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1.2. Genome dymanics in Vertebrates

copies are redundant and, if dosage is not critical, one shields the other from natural

selection [Ohno, 1970]. As degenerative mutations are more frequent, in most cases

one of the copies should become non-functional and result in a pseudogene. The

preservation of duplicates would then result from the fixation of rare advantageous

mutations that would provide a new function to one of the copies, while the other

copy retained the original function.

The rapid and frequent nonfunctionalization predicted by the classical model is

contradicted by observations in species that underwent polyplidization. Some lineages

of fish and frogs preserved significantly more genes than could be expected from the

classical model and it is suggested that dosage effects are not responsible for this high

retention. Additionally, nucleotide substitution patterns in Xenopus laevis indicate

purifying selection of both copies. Finally, the number of null alleles segregating in

extant species for loci that have avoided nonfunctionalization in both copies is rela-

tively low. The classical model also underestimates the complexity of gene structure.

Genes are very often multi-functional and their expression depends on different regu-

latory elements. These are often modular, independent and associated with distinct

protein coding domains. Models for the evolution of gene duplicates must therefore

consider the partitioning of a gene’s function [Force et al., 1999].

The duplication-degeneration-complementation (DDC) model states that degen-

erative mutations facilitate the preservation of duplicate functional genes as the dom-

inant mechanism of duplicate retention is the partitioning of the ancestor’s original

functions (subfunctionalization) rather than the evolution of new functions (neofunc-

tionalization) [Force et al., 1999]. The DDC process is described and illustrated in

Figure 1.10. The DDC model predicts a probability for subfunctionalization that is

more consistent with observation, when compared with the classical model.

The DDC model accounts for increases in gene number and for the observed cases

of subfunctionalization but it does not address the development of new biochemi-

cal capabilities, as it considers the gene duplication to be neutral. This gap led to

the proposal of a new model that assumes a period of natural selection for the du-

plication itself and bursts of adaptive gene amplification as a response to selective

environmental pressures [Francino, 2005].
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Figure 1.10: The fate of gene duplications

Three possible fates of duplicates with multiple regulatory genes are represented. Small boxes

depict regulatory elements with unique function and large boxes represent transcribed regions. In

the first two represented steps after duplication (Phase I), one of the copies (the upper one)

acquire fixed null mutations in two regulatory regions. If the next mutation in the same copy

abolishes the expression of a functional protein, that copy becomes a nonfunctional pseudogene,

tending to accumulate random mutations (nonfunctionalization). Alternatively, if the third

mutation affects a regulatory region in the lower copy that is preserved in the upper copy, both

copies are needed for complete functional expression of the gene (subfunctionalization) and are

therefore prevented from nonfunctionalization. The fourth regulatory element may still get

mutated in any of the copies and the mutation may provide the gene with a new advantageous

function (neofunctionalization). (Adapted from [Force et al., 1999].)
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1.2. Genome dymanics in Vertebrates

The new model finds support in the observed amplification mutagenesis phenom-

enon. The expansion of a defective gene can be selective advantageous when the

higher levels of expression (due to existence of many copies) can compensate for the

defect. An increase in the copy number directly leads to an increase in the mutation

frequency. Many cases of adaptation by gene amplification have been reported in cell

lines from bacteria, yeasts, insects and mammals.

The so-called adaptive radiation model postulates that neofunctionalization takes

place in rapid and punctuated bursts with the emergence of new biochemical niches.

Large and selected amplifications of the best preadapted genes are followed by com-

petition involving the gene copies in the population for the filling of the new niche.

Initially, if a new molecular function brings benefit to the organism’s fitness, the

niche can be occupied by a suboptimal protein. The amplification of the correspond-

ing gene is selected as an increase in expression can compensate for the incomplete

functionality. The adaptive radiation model is illustrated in Figure 1.11.

In summary, the adaptive radiation model addresses the main inconsistencies of

the previous models for neofunctionalization. It postulates that gene amplification,

followed by the evolution of new gene function, is beneficial per se. It assumes that the

increase on the probability of advantageous mutations results from a greater number

of targets and that this abundance of gene copies allows for the ‘exploration’ of the

adaptive landscape and an easier convergence to fitness ‘valleys’. Finally, the model

considers that beneficial mutations can result from recombination among gene copies

and, at every step, alternate with rounds of gene amplification.

The adaptive radiation model makes predictions that can be tested by the analysis

of genomic data an indeed it is claimed that literature exhibits evidence for the pre-

dicted patterns [Francino, 2005]. The reported prevalence of duplications in functional

and species-specific classes of genes seems to validate the assumption of punctuated

bursts of amplification and fixation of duplicates as a response to selective pressures.

Moreover, genome-wide analyses in several species show no evidence for long periods of

neutral evolution and cases of positive selection after duplication are reported. These

findings are consistent with the postulated early selection of paralogues. Genome-wide

analyses also show an excess of pseudogene formation associated with the establish-
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Figure 1.11: Adaptive radiation model

A gene (blue) encodes a receptor for an environmental chemical (1) when a new chemical (red) is

introduced and the receptor is preadapted to bind it with very low affinity (2). Amplification of

the original gene brings a selective advantage because it allows relevant levels of binding of the new

chemical, as long as it is not disadvantageous to bind the original chemical in excess (3). In

subsequent generations, different copies of the gene acquire different mutations that, for the fittest

genotype, provide some paralogues (purple and pink) with intermediate binding affinity for the new

chemical and prove deleterious for others (green), turning them into pseudogenes (4). In future

generations, old pseudogenes are lost, new pseudogenes (purple) emerge (5) and finally the optimal

genotype is eventually reached with one gene encoding the original receptor, another gene encoding

a receptor for the new chemical and the loss of all pseudogenes and copies encoding receptors with

low binding affinity for the environmental chemicals (6). (Adapted from [Francino, 2005].)
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ment of new gene functions, as predicted by the model. In contrast with processed

pseudogenes (described in 1.2.5), pseudogenes resulting from gene duplications tend

to be associated with environmental response genes.

1.2.3 Gene Duplication and Alternative Splicing

Gene amplification provides complexity and specificity to a species or lineage by

introducing extra diversity in a proteome and therefore refining and extending the

range of functions performable by certain families of genes. The same can be stated

on alternative splicing, responsible for the exponentiation of the coding potential of

a genome. The two mechanisms provide the redundancy that is necessary for the

development of new gene functions by the production of new isoforms.

Although gene duplication and alternative splicing are distinct evolutionary mech-

anisms, the analogy on the functional consequences of both phenomena raises the

question: are the two mechanisms complementary and/or alternative in the ‘fine

graining’ of a gene family? The comparison between examples of subfunctionaliza-

tion resulting from teleost-specific duplications and the alternative splicing patterns

of the corresponding human orthologues suggest interchangeability between both phe-

nomena.

The gene encoding the paired box protein Pax6, present in both vertebrates and

invertebrates and known to be expressed in the developing eye and in the central

nervous system, has two copies in zebrafish [Nornes et al., 1998]. No evidence for

a second Pax6 gene was found in chicken, mouse or human and our phylogenetic

analysis clearly suggests the two copies in zebrafish arose from a lineage-specific du-

plication. Interestingly the human PAX6 gene is known to be regulated by alternative

splicing and to encode two different functional proteins [Epstein et al., 1994]. We an-

alyzed the gene structure of human PAX6 and zebrafish pax6a and pax6b genes and

observed that each of the zebrafish genes encodes a protein resembling one human

isoform (Figure 1.12A). Moreover, experimental data described in the literature sug-

gests homology between those two processes of subfunctionalization [Nornes et al.,

1998; Epstein et al., 1994].

This type of resemblance has also been shown for the gene encoding the micro-
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phthalmia-associated transcription factor (Mitf ) [Lister et al., 2001]. The proteins

encoded by the two zebrafish mitf genes look homologous to distinct isoforms gen-

erated by alternative splicing of the single mammalian Mitf gene (Figure 1.12B),

suggesting specialization of the two zebrafish genes following a duplication event.

Another example involves the genes encoding synapsin (Syn) and the tissue in-

hibitor of metalloproteinase (Timp) [Yu et al., 2003]. They exhibit a nested organi-

zation that is conserved in Drosophila and vertebrates. Analysis of the human and

Fugu genomes show that the evolution of Syn-Timp gene families is characterized by

duplications, secondary loss and the partitioning of ancestral functions (subfunction-

alization). There are two duplicate Syn-Timp loci in Fugu that have evolved in a way

such that each Syn duplicate produces one of the two transcripts generated from the

single ancestral gene, and one of the Timp genes is lost (Figure 1.12C).

We have shown that a similar mechanism of subfunctionalization is likely to have

occurred in the two separate Fugu U2AF35 genes, leading to the degeneration of al-

ternative exons [Pacheco et al., 2004]. In mammals there are two known functional

isoforms (the constitutive and the so-called U2AF35b), with same length, that differ

from each other only in 7 amino-acids located at one RRM, associated to alterna-

tive exons 3. Both copies in Fugu resemble the human gene structure but the 3rd

exon of one copy is homologue of the human constitutive exon 3 whereas the 3rd

exon of the other is homologue to the human alternative exon 3, the so-called exon

Ab (Figure 1.13). We were unable to detect either exon Ab sequence within the in-

tron upstream of exon 3 in the Fugu U2AF35a gene or exon 3 sequence within the

intron downstream of exon Ab in the Fugu U2AF35b gene. It is proposed that post-

transcriptional regulation of U2AF35 gene expression may provide a mechanism by

which the relative cellular concentration and availability of U2AF35 protein isoforms

are modulated, thus contributing to the finely tuned control of splicing events in dif-

ferent tissues. The evolutionary selective pressure on both U2AF35a and U2AF35b

isoforms and the observed tissue specificity of their expressions in mammals suggest

that each protein has essential functions for vertebrates.

All these examples lead to the suggestion that this phenomenon could be general-

ized and that many teleost duplications may have been under the evolutionary forces
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Figure 1.12: Examples of duplication / alternative splicing resemblance

Gene structure of (A) PAX6, (B) MITF and (C) SYN2 orthologues.
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Figure 1.13: Human U2AF35 and orthologues

A - structure of Human and Fugu U2AF35 genes; B - alignment of Human and Fish U2AF35

orthologues (a.a. 1 - 120) (adapted from [Pacheco et al., 2004]); phylogeny of Metazoan U2AF35

orthologues.
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that selected the correspondent alternative isoforms of the orthologous mammalian

gene.

Interestingly, a recent study in human and mouse show an inverse correlation be-

tween the size of a gene’s family and its use of alternatively spliced isoforms [Kopel-

man et al., 2005]. A cross-organism analysis suggests that selection for genome-wide

genic proliferation might be interchangeably met by either evolutionary mechanism.

This study also suggests that there is a trend for singletons to acquire splice vari-

ants rather than for duplicates to loose them. Nevertheless, duplicates generated by

subfunctionalization are likely to partition original splice variants.

1.2.4 Segmental Duplications

Polyploidization is not the only duplication mechanism by which a genome can be

expanded. Phenomena of tandem and interspersed duplications of chromosomic por-

tions can also be responsible for additional genomic complexity.

Duplications can appear as tandem copies of genes. For instance, Drosophila

and C. elegans possess hundreds of gene pairs are suggested to result from tandem

duplications. The Hox complex is another example of a cluster generated by tandem

duplications. The human genome contains clusters of odorant receptor genes (some

clusters comprise more than a dozen genes) created in the same way [Patel and Prince,

2000].

The shape of mammalian genomes had a significant contribution from recent seg-

mental duplications. The human genome is particularly abundant in blocks of ge-

nomic sequence, variable in size, that share a high degree of identity (>90%) [Eichler,

2001]. These blocks are characterized by both exonic and intronic sequences and can

be interspersed both within a chromosome or throughout the genome.

Tandem duplications are theoretically expected to be a continuous process during

evolution and the number of retained gene duplicates is supposed to undergo an

exponential decay over time [Gu et al., 2002; Lynch and Conery, 2000]. This leads

to the prediction that vertebrate genomes have a relatively high number of recently

duplicated genes. A recent study shows that this trend can be observed in the human

genome but it is absent in the Fugu genome [Vandepoele et al., 2004]. The number of
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tandem duplications is shown to be 7-fold higher in human than in Fugu. The Fugu

genome is known for its extreme tendency for compaction [Aparicio et al., 2002] and

it has been shown that Tetraodontideae (including Fugu) have undergone a major

genome contraction in the past 50-70 million years, probably due to a reduction of

large insertions and a higher rate of deletions (that might have been responsible for the

fast removal of redundant duplicates in Fugu) [Neafsey and Palumbi, 2003]. Moreover,

an increased rate of segmental and tandem duplications in primate genomes has been

reported [Eichler, 2001].

1.2.5 Retrotransposons

Transposable elements contribute for the evolution of a genome by providing both

novel regulatory elements and coding sequences. They appear to be present in all

eukaryotic genomes and are particularly abundant in mammals, accounting for at

least 45% of the human genome [Jordan et al., 2003]. It is believed that mobile

elements 10 might have played a very important role in early genome formation, as

it is now widely accepted that the origins of life are in an “RNA world” followed by

reverse transcription into DNA [Kazazian, 2004].

DNA transposons are mobile elements prevalent in bacteria (although found in

metazoa) that are simply excised from a genomic site and integrated into another. In

mammals, the dominant mobile elements are retrotransposons: RNA sequences that

are reverse transcribed into DNA and reintegrated into the genome. LTR retrotrans-

posons are characterized by long terminal repeats at both ends and are very similar

to retroviruses. Among non-LTR retrotransposons, the most common in mammals

are the LINE-1 (long interspersed nucleotide elements 1) or L1 elements [Kazazian,

2004]. In human, they constitute 17% of the genome [Ostertag and Kazazian, 2001].

The mechanisms of reverse transcription and generation of both LTR and non-LTR

retrotransposons are illustrated and summarized in Figure 1.14.

Most retrotransposons are pseudogenes and retrotransposition accounts for the

majority of the mammalian pseudogenes (retropseudogenes) [Zhang et al., 2004].

10Defined as DNA sequences that are able to integrate into the genome at a new site within their

original cell.
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Figure 1.14: Mechanisms of reverse transcription

A - Reverse transcription of LTR retrotransposons and retroviruses: the region near the 5’ end of

the RNA is copied into DNA using a tRNA primer (a and b); the 5’ region of the RNA is degraded

(c), the newly synthesized DNA jumps to the 3’ end of the RNA (d) and the synthesis of the first

strand is completed (e); the element-encoded RNAse H degrades most of the RNA (f) and the

short remaining RNA act as primer of the synthesis of the right end of the second DNA strand,

using the first DNA strand as template (g); finally another jump of second-strand DNA to the left

end of the DNA (h) is followed by completion of second-strand synthesis (i). B - Reverse

transcription of non-LTR retrotransposons: the endonuclease nicks the bottom strand of DNA,

leaving a 5’-PO4 and a 3’-OH, which serves as a primer with the element RNA (R1, R2, L1, etc) as

template for the RT; the second strand of DNA is cleaved during reverse transcription of the first

strand and the 3’-OH of the second strand becomes a second primer for reverse transcription

internally on L1 RNA; resolution of this second cDNA produces the inversion. (Adapted from

[Kazazian, 2004].)
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However, sometimes the retrotransposition of the mRNA of functional genes gener-

ates putative functional genes if a functional promoter and other regulatory elements

are present and make expression possible. Due to its ‘trancriptomic’ nature, a retro-

transposed gene is intronless and does not undergo alternative splicing but it can still

represent an extra isoform for the respective gene family and introduce further func-

tional complexity. The majority of retrotransposed pseudogenes (and putative genes)

in human and mouse appear to be lineage specific and therefore very recent [Zhang

et al., 2004]. As a consequence, some pseudogenes might be considered putative genes

as there was not enough time for the accumulation of disruptive mutations and the

open reading frames are preserved. Moreover, the expression of retrotransposed genes

might be hard to detect as they can be confounded with their paralogues due to the

high sequence similarity (and sometimes total identity). Examples of retrotransposed

genes and the effects of their expression are discussed in 2.3.4.

1.3 Bioinformatics tools on the study of Gene Ex-

pression and Evolution

Bioinformatics can be defined as the application of computational tools and techniques

to the management and analysis of biological data [Tisdall, 2001]. Computational

analysis has become an integral part of research in biology. Several software tools

perform different kinds of data analysis but it is challenging to automatically integrate

data and results from multiple sources. Bioinformatics aims to achieve this integration

by writing program logic to read and write data specific to the biological domain.

1.3.1 Sequence annotation

Computational genomics aims to understand and interpret information encoded and

expressed from a genetic complement of organisms. A genome sequence provides a

natural framework for the organization of biological data. The volume and diversity

of genomic sequence in the public databases has been rapidly expanding. Biologists

need tools that can help them search, view, organize and retrieve that public data.
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Annotation has therefore become an important element in data analysis and inter-

pretation.

Genome databases, such as Ensembl 11 [Hubbard et al., 2002] and the UCSC

Genome Browser Database 12 [Karolchik et al., 2003], are invaluable resources to

scientists and have been improving dramatically. They provide access to genome

assemblies of several organisms, which are accompanied by large collections of anno-

tation data: mRNA and EST alignments, gene predictions, cross-species homologies,

single nucleotide polymorphisms (SNPs), etc. Moreover, they integrate and cross-link

the annotation of other reliable high-quality and comprehensive transcriptomic and

proteomic databases, such as GenBank [Wheeler et al., 2003], SwissProt [Boeckmann

et al., 2003] or EMBL [Kanz et al., 2005].

Large scale computational analysis of sequence data requires not only access to

databases (which should provide the data in a simple standard ‘computer-friendly’

format) but also software tools for automated sequence extraction, manipulation and

further annotation.

Perl

Perl is one of the most widely used programming languages for biological data in-

tegration, performing analysis and combining from multiple sources. Perl is proved

to be very useful for connecting software applications together into sequence analy-

sis pipelines, converting file formats and extracting information from the output of

analysis programs and other text files [Stajich et al., 2002].

Perl has particular features that make common bioinformatics tasks easier. It

deals well with ASCII 13 text files or flat files, in which much important biological

data appears (GenBank [Wheeler et al., 2003] and PDB [Deshpande et al., 2005]

databases, for example). Processing and manipulation of long sequences, such as DNA

11http://www.ensembl.org
12http://genome.ucsc.edu
13ASCII stands for American Standard Code for Information Interchange and is a character en-

coding based on the English alphabet. ASCII codes represent text in computers, communications

equipment and other devices that work with text. Most modern character encodings have a historical

basis in ASCII.
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and proteins, is made easy with Perl. It provides efficient support for text processing

and pattern matching tasks. Perl also makes it convenient to write a program that

controls one or more other programs and is very useful in the generation of dynamic

web sites.

Rapid prototyping (i.e. the speed with which a programmer can write a typical

program) is another benefit of using Perl. Many problems can be solved in far fewer

lines of Perl code than in C or Java. Perl can be considered a portable language, as it

runs on most operating systems (Windows, Mac, Linux). The speed with which Perl

programs run is good, although speed of execution is not the main attribute of Perl

(for instance, C is faster) [Tisdall, 2001].

Bioperl

Much of the Perl software in bioinformatics used to be written for immediate ‘domes-

tic’ utility rather than reusability and redundant software was inefficiently rewritten

several times. To avoid that, the Bioperl (http://www.bioperl.org) toolkit has been

written to bring together reusable Perl modules containing generalized routines spe-

cific to life-science information [Stajich et al., 2002]. The code has been made freely

available, under an open-source license, so that anybody in the scientific community

can contribute to Bioperl.

Bioperl is built in an object-oriented 14 manner so that many modules depend on

each other to achieve a task. This is because it was realized that, first, even though file

formats of distinct analysis programs are different, the information they represent is

the same. Second, the number of data structures needed to represent information flow

is limited (and common to most applications such as sequences, annotation, features

and alignments), which allows for a small set of modules to be reused for a variety of

purposes. Third, a set of operations (like reading and writing information to a file,

14Object-oriented programming is the practice of grouping related tasks together into logical and

broadly applicable components. It is a type of programming in which programmers define not only

the data type of a data structure, but also the types of operations (functions) that can be applied

to the data structure. In this way, the data structure becomes an object that includes both data

and functions. In addition, programmers can create relationships between one object and another.

For example, objects can inherit characteristics from other objects.
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querying a sequence for its features and translating a coding sequence into protein)

is commonly performed on these data structures.

Bioperl is primarily focused on sequence manipulation. It supports access to re-

mote databases (such as GenBank [Wheeler et al., 2003], SwissProt [Boeckmann et al.,

2003] or EMBL [Kanz et al., 2005]) for sequence data retrieval and comprises modules

for transforming/converting formats of sequence files. Bioperl provides various helper

objects to obtain basic sequence statistics, to identify restriction enzyme and amino

acid cleavage sites, to manipulate sequence alignments, etc. It also offers numerous

tools for the development of machine readable sequence annotations.

Bioperl is branched out into sequence-related fields of study, such as protein struc-

ture, phylogenetic trees and genetic maps. It also includes objects conceived to query

bibliographic databases and to represent sequence (and respective features) objects

graphically.

Besides the pure Perl solutions, Bioperl can take advantage of external data analysis

packages. It is capable of parsing the output from a variety of programs including

BLAST [Altschul et al., 1990], HMMer [Eddy, 1998], ClustalW [Thompson et al.,

1994], T-Coffee [Notredame et al., 2000], Phylip [Felsenstein, 1989], many EMBOSS

[Rice et al., 2000] programs, Genscan [Burge and Karlin, 1997] and many others.

Moreover it can launch remote analyses using the EMBOSS suite, BLAST and the

multiple sequence alignment programs ClustalW and T-Coffee.

Ensembl Perl API

The most advanced use of the Bioperl toolkit has come through the Ensembl project

[Hubbard et al., 2002]. The basic sequence handling, file format parsing, and sequence

features for annotation model have been used in the automatic annotating of genomes.

Ensembl stores these data in several MySQL 15 databases. A comprehensive Perl

Application Programme Interface (API) was developed to provide efficient access

to tables within the Ensembl databases. By encapsulating the underlying database

structure, the libraries present end users with a simple, abstract interface to a complex

15MySQL is an open source relational database management system that uses Structured Query

Language (SQL), the most popular language for adding, accessing, and processing data in a database.
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data model [Stabenau et al., 2004].

1.3.2 Sequence search and pairwise alignment

One of the simplest tasks in sequence analysis is to assess the homology between

sequences. This can be achieved by aligning the sequences and then evaluating if the

alignment is obtained because sequences are related or just by chance. Performing

sequence alignments involves decisions on selecting the sort of alignment to consider,

the scoring system, the algorithm and the statistical methods to assess significance

[Durbin et al., 1998].

In a sequence alignment, two or more sequences are arranged in a way that high-

lights their similarity (Figure 1.15 shows an example of a pairwise alignment). Se-

quences can be padded with gaps so that, where possible, columns contain identical

or similar characters from the aligned sequences. When used to study the evolution

of the sequences from a common ancestor, mismatches in the alignment correspond

to mutations and gaps correspond to insertions or deletions.

Figure 1.15: Example of BLAST output

Protein sequences of human U2AF35 (Query) and its orthologue in Drosophila U2AF38 (Sbjct) are

aligned using BLAST [Altschul et al., 1990]. The central lines indicate identical positions with

letters and similar (based on their chemical/structural properties) residues with “+”.
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Sequence alignment can involve the construction of an alignment of given se-

quences or finding significant alignments in a database of potentially unrelated se-

quences.

Pairwise sequence alignment methods were developed to find best-matching local

or global alignments of two amino acid or nucleotide sequences, aiming to identify

homologues of a gene or its product in a database. This is very useful in evolutionary

studies and in the identification of sequences of unknown structure or function, for

example.

Global alignments involve all the characters in both sequences and are used in

finding closely-related sequences. Local alignment methods are more flexible, as they

find related regions within sequences and therefore related regions which appear in a

different order in the two proteins (domain shuffling) can be related.

BLAST

BLAST (Basic Local Alignment Search Tool) [Altschul et al., 1990] is the best known

and most widely used heuristic algorithm for local sequence alignment. It is provided

with programs for finding high scoring local alignments between a query sequence

and a target database, both of which can be either DNA or protein. BLAST is based

on the principle that true match alignments are likely to contain a short stretch of

identities (or, at least, very high scoring matches). Such short stretches are used as

‘seeds’ from which the search of longer alignment is extended. Short seed segments

allow the pre-processing of the query sequence and the subsequent generation of a

table of all the possible seeds with their corresponding start points.

BLAST lists all the ‘neighborhood words’ of a fixed length 16 that would match the

query sequence somewhere with a score higher than a given threshold. It then scans

for words through the database. Whenever it finds one, it starts a ‘hit extension’

process to extend the possible match as an ungapped alignment in both directions,

stopping at the maximum scoring extension 17.

The most common implementation of BLAST finds only ungapped alignments but

16Default BLAST word length: 3 for protein sequences, 11 for nucleic acids.
17There is actually a small chance that it will stop short of the true maximal extension
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it misses only a small proportion of significant matches: the expected best score of

unrelated sequences drops, so partial ungapped scores can still be significant; BLAST

can find and report more than one high scoring match per sequence pair and can give

significance values for combined scores. Nevertheless, there are versions of BLAST

that provide gapped alignments [Altschul et al., 1997; Durbin et al., 1998].

Figure 1.15 illustrates the output of a pairwise BLAST alignment of two proteins.

HMMs

Biological sequences can be classified into functional and/or structural families. Mul-

tiple alignments (see subsection 1.3.3) of a family reveal the pattern of conservation of

sequences and show that different residues undergo different selective pressures. “Pro-

file” methods have been developed to include position-specific information from mul-

tiple alignments in database search for homologues. Hidden Markov Models (HMMs)

provide a consistent theoretical background for such methods [Eddy, 1998].

A Hidden Markov Model can be defined as a finite set of states, each associated

with a probability distribution. Transitions among the states are determined by a set

of so-called transition probabilities. An observation can be generated for a given state

following the corresponding probability distribution. Only the outcome and not the

state is visible to an external observer - the states are ‘hidden’ 18. Thus an HMM is a

statistical model where the system being modeled is assumed to be a Markov process
19 with unknown parameters and one aims to determine the hidden parameters from

the observable parameters. Figure 1.16 illustrates a simple HMM application.

18In a regular Markov model the state is visible to the observer, and the transition probabilities are

therefore the only parameters. In HMMs each state has a probability distribution over the possible

outputs. A sequence of tokens generated by an HMM does not directly indicate the sequence of states.

Different state sequences can generate the same symbol sequence, with different total probability.
19In a stochastic Markov process, a state ck at time k is one of a finite number in the range

{1,. . . ,M }. Assuming that the process runs only from time 0 to time N and that the initial and

final states are known, the state sequence can be represented by a finite vector C = (c0,. . . ,cN ). Let

P (ck|c0, c1, . . . , ck−1) be the probability of occurrence of state ck at time k, conditioned on all states

up to time k-1. A process such that ck depends only on the previous state ck−1 and is independent of

all other previous states is called a first-order Markov process: P (ck|c0, c1, . . . , ck−1) = P (ck|ck−1).

For an nth-order Markov process, P (ck|c0, c1, . . . , ck−1) = P (ck|ck−n, . . . , ck−1).
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A profile HMM can be trained from unaligned sequences, like running a mul-

tiple alignment program (see subsection 1.3.3) before actually building the model.

Alternatively, an HMM can be built from pre-aligned sequences. The profile HMM

building process is fed with an existing multiple alignment, which provides the state

paths, so the parameters are estimated by converting observed state transitions into

probabilities.

In the HMM architecture for representing profiles of multiple sequence alignments,

a “match” state models the distribution of residues in each consensus column of the

alignment. The architecture includes “insert” and “delete” states at each column that

allow for insertion of residues between that column and the next or for deleting the

consensus residue, respectively [Eddy, 1998].

HMMER 20 is a widely used software package that implements profile HMMs for bi-

ological sequence analysis. It is primarily used to build database search models from

pre-existing alignments (like those in Pfam [Bateman et al., 2002]). Most protein

families have a number of strongly conserved key residues, separated by a character-

istic spacing and these features are used by HMMER to build the profile HMMs and

search sequence databases for members of given families. This approach outperforms

BLASTing an individual family member against the database, specially for evolution-

arily diverse families. HMMER can also be used in the automated annotation of the

20http://hmmer.wustl.edu/

Figure 1.16: Example of simple HMM for sequence modelling

Sequences of as and bs are modelled as two regions of potentially different residue composition. In

the model graphical illustration (left) circles represent states and arrows transitions. Generated

possible state and symbol sequences are shown (right). P (x, π|HMM), the joint probability os

symbol and state sequences, is a product of all the transition and emission probabilities. (Adapted

from [Eddy, 1998].)
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domain structure of proteins, as databases of curated alignments and HMMER models

of known domains are available, including Pfam.

1.3.3 Multiple sequence alignment

The simultaneous alignment of many nucleotide or amino acid sequences is one of

the commonest tasks in bioinformatics and an essential tool in molecular biology.

Multiple alignments are an essential pre-requisite to many further analyses of protein

sequences: finding of diagnostic patterns to characterize protein families (illustrating

conserved and variable sites within a family), detection and demonstration of homol-

ogy between new sequences and existing families of sequences and homology modelling

in general. They can be used to help predict the secondary and tertiary structures

of new sequences or to suggest oligonucleotide primers for PCR. They are also essen-

tial in molecular evolutionary analysis, being the basis of phylogenetic reconstruction

(section 1.3.4) [Thompson et al., 1994; Notredame et al., 2000].

In a multiple sequence alignment, homologous (in structural and evolutionary

senses) residues among a set of sequences are aligned together in columns. A column

of aligned residues should occupy similar three-dimensional structural positions and

diverge from a common ancestral residue. However it is not possible to unambigu-

ously identify homologous positions and create a single correct multiple alignment

(except for highly identical sequences). Protein structures also evolve and two pro-

tein structures with different sequences are not entirely superposable. Even when

structures diverge, there is a correct evolutionary alignment but such alignment can

be more difficult to infer than a structural alignment. A structural alignment has

an independent point of reference (superposition of crystal or NMR structures) but

the evolutionary history of the residues of a sequence family is not independently

known from any source, it must itself be inferred from sequence alignment. The sub-

set of columns corresponding to key residues and core structural elements that can

be aligned with more confidence should therefore become fiducial in the alignment

procedure.

Automatic multiple sequence alignment methods must turn the biological criteria

into a numerical scoring scheme that allows the program to recognize a good align-
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ment. The scoring system must take into account the fact that some positions are

more conserved than others and the fact that the sequences are not independent,

being related by a phylogenetic tree. Ideally a multiple alignment could be scored by

specifying a complete probabilistic model of molecular sequence evolution: given the

correct phylogenetic tree for the sequences, the probability of a multiple alignment

would be the product of the probabilities of all the evolutionary events necessary to

produce that alignment via ancestral intermediate sequences with the prior probabil-

ity of the root ancestral sequence. However there is not enough data to parameterize

such a complex evolutionary model 21 and simplifying assumptions (namely approxi-

mations that partly or entirely ignore the phylogenetic tree, while doing some sort of

position-specific scoring of aligning structurally compatible residues) must be made

[Durbin et al., 1998].

Progressive alignments and ClustalW

The most commonly used heuristic approach to multiple sequence alignment is pro-

gressive alignment. The idea is to construct a succession of pairwise alignments. First,

two sequences are chosen and aligned by standard pairwise alignment and this align-

ment is fixed. Then, a third sequence is chosen and aligned to the first alignment.

This process is iterated until all sequences have been aligned.

The most important heuristic of this methods is to align the most similar pairs

of sequences first, as these are the most reliable alignments. Most algorithms build a

“guide tree”, a binary tree whose leaves represent sequences and whose interior nodes

represent alignments. The root node represents a complete multiple alignment and

the nodes furthest from the root represent the most similar pairs. Thus the principle

is to take an initial, approximate, phylogenetic tree between the sequences and to

gradually build up the alignment, following the order in the tree.

Several progressive alignment methods have been implemented and their differ-

21In the idealized evolutionary method, the probabilities of evolutionary change would depend

on the evolutionary times along each tree branch, on the position-specific structural and functional

constraints imposed by natural selection, so that key residues and structural elements would be

conserved. High-probability alignments would be the good structural and evolutionary alignments.
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ences can lie in the way the order to do the alignment is chosen, in wether the proges-

sion involves only alignment of sequences to a growing alignment or wether subfamilies

can be built and alignments can be aligned to alignments, or in the scoring procedure

[Durbin et al., 1998].

The most widely used implementation of the progressive alignment is ClustalW

[Thompson et al., 1994]. The algorithm is similar to the Feng-Doolittle method

[Feng and Doolittle, 1987] (one of the first and most relevant progressive alignment

algorithms) but it relies on the carefully tuned use of profile alignment methods

[Durbin et al., 1998]. It consists in three main steps.

First, all pairs of sequences are aligned separately in order to calculate a distance

matrix giving the divergence of each pair of sequences (N (N -1)/2 pairs for N se-

quences). The scores were canonically calculated as the number of k -tuple matches

(runs of k identical residues) in the best alignment between two sequences minus a

fixed penalty for every gap. ClustalW allows to choose between this method and the

slower but more accurate scores from full dynamic programming alignments using two

gap penalties (for opening or extending gaps) and a full amino acid weight matrix.

These scores are calculated as the number of identities in the best alignment divided

by the number of residues compared (gap positions are excluded). Both of the scores

are initially calculated as percent identity scores and converted to distances by di-

viding by 100 and subtracting from 1.0, to give number of differences per site. No

correction for multiple substitutions is made at this stage.

Second, the trees used to guide the final multiple alignment process are calculated

from the distance matrix using the Neighbour-Joining clustering algorithm [Saitou

and Nei, 1987], producing unrooted trees with branch lengths proportional to esti-

mated divergence along each branch. The root is placed at a position where the means

of the branch lengths on either side of the root are equal. These trees are used to

derive a weight for each sequence. The weights are dependent upon the distance from

the root of the tree but sequences which have a common branch with other sequences

share the weight derived from the shared branch (in the normal progressive alignment

algorithm, all sequences would be equally weighted).

Third, the sequences are progressively aligned according to the branching order
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in the guide tree (using sequence-sequence, sequence-profile, and profile-profile align-

ment). A series of pairwise alignments are used to align larger and larger groups of

sequences, following the branching order in the guide tree (proceeding from the tips

of the rooted tree towards the root). At each stage a full dynamic programming algo-

rithm is used with a residue weight matrix and penalties for opening and extending

gaps. Each step consists of aligning two existing alignments or sequences. Gaps that

are present in older alignments remain fixed. In the basic algorithm, new gaps that

are introduced at each stage get full gap opening and extension penalties, even if

they are introduced inside old gap positions. In order to calculate the score between

a position from one sequence or alignment and one from another, the average of all

the pairwise weight matrix scores from the amino acids in the two sets of sequences is

used. If either set of sequences contains one or more gaps in one of the positions being

considered, each gap versus a residue is scored as zero. The default amino acid weight

matrices are re-scored to have only positive values. When weighting the sequences,

each weight matrix value is multiplied by the weights from the 2 sequences.

The additional heuristics of ClustalW introduced an improvement in the accuracy

and sensitivity of the progressive multiple sequence alignment method, namely for

the alignment of divergent protein sequences: individual weights are assigned to each

sequence in a partial alignment in order to downweight near-duplicate sequences and

up-weight the most divergent ones; amino acid substitution matrices are varied at

different alignment stages according to the divergence of the sequences to be aligned;

residue-specific gap penalties and locally reduced gap penalties in hydrophilic regions

encourage new gaps in potential loop regions rather than regular secondary structure;

positions in early alignments where gaps have been opened receive locally reduced gap

penalties to encourage the opening up of new gaps at these positions [Thompson et al.,

1994].

T-Coffee

T-Coffee (Tree-based Consistency Objective Function for alignment Evaluation) is

a more accurate (although slightly slower) method for multiple sequence alignment

[Notredame et al., 2000]. It is based on the progressive approach and involves pre-
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processing a data set of all pairwise alignments between the sequences, providing a

library of alignment information that can be used to guide the progressive alignment.

T-Coffee generates intermediate alignments that are based not only on the sequences

to be aligned next but also on how all of the sequences align with each other and

this information can derive from heterogeneous sources (like a mixture of alignment

programs and/or structure superposition).

The primary library contains a set of pair-wise alignments between all of the se-

quences to be aligned. Two alignment sources, global and local, are used for each pair

of sequences: global alignments (figure 1.17) are constructed using ClustalW [Thomp-

son et al., 1994] on the sequences, two at a time, to give one full-length alignment be-

tween each pair of sequences; local alignments are the ten top-scoring non-intersecting

local alignments, between each pair of sequences, gathered using Lalign [Huang and

Miller, 1991]. Libraries are then lists of weighted pair-wise constraints. Each con-

straint receives a weight equal to percent identity within the pair-wise alignment it

comes from (figure 1.17B). For each set of sequences, two primary libraries (global

and local) are computed along with their weights.

The two primary libraries are pooled in a simple process of addition: if any pair is

duplicated between the two libraries, it is merged into a single entry that has a weight

equal to the sum of the two weights; otherwise, a new entry is created for the pair

being considered. Pairs of residues that did not occur are not represented (weight

zero).

T-Coffee increases the value of the information in the library by examining the

consistency of each pair of residues with residue pairs from all of the other align-

ments. For each pair of aligned residues in the library, the program assigns a weight

that is the sum of all the weights gathered through the examination of all the triplets

involving that pair, reflecting the degree to which those residues align consistently

with residues from all the other sequences. The more intermediate sequences support-

ing the alignment of that pair, the higher its weight. This process is called library

extension (figure 1.17C).
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Figure 1.17: T-Coffee - the library extension

A - Progressive alignment: the tree indicates the order in which the four designed sequences are

aligned when using a progressive method; in the resulting alignment, the word CAT is misaligned.

B - Primary library: each pair of sequences is aligned using ClustalW [Thompson et al., 1994] and

each pair of aligned residues is associated with a weight equal to the average identity among

matched residues within the complete alignment (mismatches in bold). C - Library extension for a

pair of sequences: the three possible alignments of sequence A and B are shown (A and B, A and B

through C, A and B through D); these alignments are combined to produce the position-specific

library, which is resolved by dynamic programming to give the correct alignment (thickness of lines

indicates the strength of the weight). (Adapted from [Notredame et al., 2000].)
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1.3.4 Evolution and phylogeny

The similarity of molecular processes of all studied living creatures led to the sugges-

tion that there was a common ancestor for all organisms on Earth. Any set of species

is therefore evolutionary related and this relationship, named phylogeny, is usually

represented by a phylogenetic tree [Durbin et al., 1998].

Phylogenetic trees

Phylogenetic analysis of DNA or protein sequences has naturally become an impor-

tant tool for studying the evolutionary history of organisms from bacteria to humans.

The rate of sequence evolution varies extensively with gene or DNA segment and the

evolutionary relationships of all levels of classification of organisms can be studied.

Phylogenetic analysis is also important for assessing the evolutionary pattern of multi-

gene families, for comprehending the adaptive evolution at the molecular level or for

understanding the mechanism of maintenance of polymorphic alleles in populations.

Trees representing phylogenetic relationships of genes and organisms can be pre-

sented with a root (rooted tree - v. Figure 1.19A) or without any root (unrooted tree

- v. Figure 1.19B). The branching pattern of a tree is called a topology and there are

many possible rooted and unrooted topologies for a given number of taxa 22.

There are several statistical methods that can be used for building phylogenetic

trees from molecular data. The reconstruction of a phylogenetic tree is a statistical

inference of a true phylogenetic tree, which is unknown. Two processes are involved

in this inference: estimation of the topology and estimation of branch lengths for a

given tree topology. If the topology is known, statistical estimation of branch lengths

is relatively simple. Estimating or reconstructing a topology can be problematic. The

number of possible topologies rapidly increases with the increasing number of taxa

and it is generally difficult to choose the correct topology. In phylogenetic inference

a certain optimization principle (e.g. maximum likelihood, minimum evolution) is

22Groups of organisms may be formalized groupings recognized by biological classification systems

(e.g. species, genus, family) or they may be different populations within a species. Recognized groups

are called taxa (plural of taxon). Thus ‘taxa’ can refer to any kind of taxonomic unit, families,

species, populations, DNA sequences, etc [Deonier et al., 2005; Nei and Kumar, 2000].
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often used for choosing the most likely topology. Although their theoretical basis is

not clearly understood, these principles generally perform well for long sequences [Nei

and Kumar, 2000; Nei, 1996].

Distance methods and Neighbor Joining

In distance matrix methods for phylogenetic inference, evolutionary distances are

calculated for all pairs of sequences. The phylogenetic tree is then built based on the

relationship between the distance values. There are several ways of defining distance

but it is usually considered an estimate of the number of nucleotide or amino acid

substitutions per site [Nei and Kumar, 2000; Durbin et al., 1998; Nei, 1996].

The simplest distance method for tree construction is the UPGMA 23 [Sneath

and Sokal, 1973]. It clusters the sequences, at each stage amalgamating two clusters,

simultaneously creating a new node on the tree. The tree can be imagined as being

assembled upwards, each node being added above the others, and the edge lengths

being determined by the difference in the heights of the nodes at the top and bot-

tom of an edge [Durbin et al., 1998]. When the rate of substitutions varies across

lineages, UPGMA tends to generate an incorrect topology, as it assumes constant

rate of evolution. Least squares (LS) methods allow different rates of substitutions

for different branches. The principle is to compute the minimum sum of squared

differences between observed pairwise distances and estimated pairwise distances for

a given topology and to choose a topology that shows the smallest minimum sum

of squared differences. LS methods often give negative branch lengths and, mainly

for this reason, the accuracy of the topology obtained is not particularly high. If the

topology of the tree is incorrect, branch lengths substantially loose biological meaning.

One way to improve the method’s efficiency is to conduct the least squares estimation

with the restriction of no negative branch lengths and indeed it has been shown to

give, in the case of four sequences, the same results as those obtained by the neighbor

joining method (described below) [Nei and Kumar, 2000; Nei, 1996].

The minimum evolution (ME) method compute the total sum (S ) of branch length

estimates for each of the plausible topologies and. The most likely tree will be the

23Unweighted Pair-Group Method using arithmetic Averages
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topology with the smallest S. ME requires a large amount of computational time

to examine all different topologies if the number of sequences is greater than 10.

Neighbor joining (NJ) [Saitou and Nei, 1987] is an efficient simplified ME-based tree

building method that does not examine all possible topologies but uses a ME principle

at each stage of taxon clustering.

Application of the NJ method is illustrated in Figure 1.18. Computation of S

begins with a star phylogeny. All interior branches are assumed to be 0, which

is clearly incorrect, and the S value (S0) is much higher than the S for the true

tree. The following step is to compute Sij for a tree in which sequences i and j are

paired and are separated from the rest of the sequences that still form a star tree.

If i and j are the neighbors connected by only one node (like sequences 1 and 2 in

Figure 1.18), then Sij is smaller than S0. Thus a pair of neighbors can be identified

by computing Sij’s for all pairs of sequences and choosing the smallest Sij. Once this

pair is identified, they are combined as a single unit and treated as a single sequence

in the next step and this process is repeated until all multifurcating nodes are resolved

into bifurcating ones. The NJ tree obtained may not necessarily be the true tree, as

distance measures are subject to stochastic errors [Nei, 1996].

The NJ method usually produces the same topology as that of the ME tree when

the extent of sequence differences is sufficiently large and the number of nucleotides

examined is large (>500). However, if the latter condition is not satisfied the NJ tree

can be considerably different from the ME tree but the difference in S between the

NJ and ME trees is usually statistically nonsignificant [Nei, 1996].

Parsimony

Maximum parsimony (MP) is one of the most widely used tree building algorithms and

it consists in finding the tree requiring a minimal number of substitutions to explain

the observed sequences 24. The nucleotides (or amino acids) of ancestral sequences for

a hypothetical topology are inferred under the assumption that mutational changes

occur in all directions among the four different nucleotides (or 20 amino acids). All

24This approach is an application of Ockham’s Razor: “Pluralitas non est ponenda sine neccesi-

tate” (“plurality should not be posited without necessity”).
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Figure 1.18: The Neighbor-Joining method

The NJ method is applied to a distance matrix (top left, in bold). Sij matrices for two cycles of

the method are also represented (center and bottom left). O.T.U. stands for operational taxonomic

units (neighbors). Italic numbers are branch lengths and branches with thicker lines indicate that

their lengths have been determined. See text for details. (Adapted from [Saitou and Nei, 1987].)
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topologies are computed and assigned a cost (in number of mutations) and the tree

with the lowest cost is chosen as the best one [Durbin et al., 1998; Deonier et al.,

2005; Nei, 1996].

If there are no multiple substitutions at each site, MP is expected to generate the

correct (realized) topology as long as enough parsimony-informative sites are exam-

ined. However, in practice nucleotide sequences are often subject to backward and

parallel substitutions and the number of sites is rather small, introducing uncertain-

ties in phylogenetic inference. Moreover MP may generate an incorrect topology even

if an infinite number of nucleotides are examined, when the rate of nucleotide/amino

acid varies with evolutionary lineage.

Nonetheless, MP methods are relatively free from some assumptions required for

substitution in distance or likelihood methods and they can produce relatively more

reliable trees when sequence divergence is low, the rate of substitution is approxi-

mately constant and the number of sites is large. MP is also the only method that

can easily take care of insertions and deletions of nucleotides, which sometimes give

important phylogenetic information [Nei and Kumar, 2000; Nei, 1996].

Maximum likelihood

In maximum likelihood (ML) methods, the likelihood 25 of observing a given set of

sequence data for a specific substitution model is maximized for each topology. The

‘best’ tree is the topology giving the highest maximum likelihood. The considered

parameters are not the topologies but the branch lengths for each topology. The

likelihood is maximized to estimate branch lengths. ML is known to give the smallest

variance of a parameter when sample size is large [Nei and Kumar, 2000].

To explain how likelihood values are computed, lets consider a tree of four DNA

sequences illustrated in Figure 1.19A. It is assumed that sequences are n nucleotides

long and are aligned with no insertions or deletions.

25Likelihood is the hypothetical probability that an event that has already occurred would yield

a specific outcome. The concept differs from that of a probability in that a probability refers to the

occurrence of future events, while a likelihood refers to past events with known outcomes. If the

probability of an event X dependent on model parameters p is written P(X|p) then we would talk

about the likelihood L(p|X) that is, the likelihood of the parameters given the data.
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The observed nucleotides for sequences 1, 2, 3 and 4 at a given k -th site are

denoted by x1, x2, x3 and x4, respectively. Likewise, unknown nucleotides at nodes 0,

5 and 6 are denoted by x0, x5 and x6, respectively. xi takes any of the four nucleotides

A, T, C and G.

For a given site, let Pij(t) be the probability that nucleotide i at time 0 becomes

nucleotide j at time t. Allowing the rate of substitutions r to vary from branch to

branch, the expected number of substitutions for branch i can be denoted by vi ≡
riti. In ML, vi’s, regarded as parameters, are estimated by maximizing the likelihood

function for a given set of observed nucleotides. The likelihood function for the k -th

nucleotide site is

lk = gx0Px0x5(v5)Px5x1(v1)Px5x2(v2)Px0x6(v6)Px6x3(v3)Px6x4(v4) (1.1)

where gx0 is the prior probability that node 0 has nucleotide x0
26.

A specific substitution model is needed to know Pij(v) explicitly. In the equal-

input model [Felsenstein, 1981], Pii(v) and Pij(v) (i 6= j) are

Pii(v) = gi + (1− gi)e
−v (1.2)

26The relative frequency of nucleotide x0 in the entire set of sequences is often used as gx0 . However

gx0 can also be estimated by ML.

Figure 1.19: Trees to explain the Maximum-Likelihood method

Rooted (A) and unrooted (B) phylogenetic trees for four sequences. In tree B, v5 is the sum of v5

and v6 in tree A. (Adapted from [Nei and Kumar, 2000].)
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Pij(v) = gj(1− e−v) (1.3)

where gi is the relative frequency of the i -th nucleotide.

Using a reversible 27 method of nucleotide substitution for Pij(v), there is no

need to consider a root and an unrooted tree can be used (Figure 1.19B) and the

reversibility condition is given by

giPij(v) = gjPji(v) (1.4)

for all i and j. Equations 1.2 and 1.3 satisfy condition 1.4.

If the reversible model is used, the number of nucleotide substitutions between

nodes 5 and 6 (v5 + v6) of tree A remains the same irrespectively of the location of

root 0. Designating v5 + v6 in tree A by v5 in tree B and assuming the evolutionary

change starts from some point of the tree, the likelihood function can be given by

lk = gx5Px5x1(v1)Px5x2(v2)Px5x6(v5)Px6x3(v3)Px6x4(v4) (1.5)

As x5 and x6 are unknown, the likelihood will be the sum of lk over all possible

nucleotides at nodes 5 and 6:

Lk =
∑
x5

∑
x6

gx5Px5x1(v1)Px5x2(v2)Px5x6(v5)Px6x3(v3)Px6x4(v4)

=
∑
x5

gx5 [Px5x1(v1)Px5x2(v2)][
∑
x6

Px5x6(v5)Px6x3(v3)Px6x4(v4)] (1.6)

The likelihood L for the entire sequence is the product of Lk’s for all sites, thus

lnL =
n∑

k=1

lnLk (1.7)

lnL is to be maximized by changing the vi’s, using a numerical method. The

maximization gives ML estimates of branch lengths vi’s for this topology. The ML

values of the remaining topologies (two in the case of four sequences) must also be

computed. The ML tree is the topology with the highest ML value and the respective

27A reversible model means that the nucleotide substitution between times 0 and t remains the

same whether the process is considered to evolve forward or backward in time.
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branch lengths are given by the ML estimates of vi’s for this topology [Nei and Kumar,

2000].

ML methods have solid statistics foundations and present some interesting ad-

vantages. They have often lower variance than other methods, being frequently the

estimation methods least affected by sampling error. They also tend to be robust to

many violations of the assumptions in the evolutionary model and, even with very

short sequences, they tend to outperform alternative methods (such as parimony or

distance methods). Moreover they evaluate different tree topologies and use all the

sequence information.

However, in ML the result is dependent on the model of evolution used. Despite

several efforts in developing faster algorithms, ML also requires an enormous amount

of computational time if many topologies are examined or the extent of sequence

divergence is high [Nei and Kumar, 2000].

Bootstrap

The described tree building algorithms give us no measure of how much the generated

trees should be trusted. Probably the most common test of the reliability of an in-

ferred tree and assessing the significance of some phylogenetic feature is the bootstrap

[Felsenstein, 1985; Efron and Tibshirani, 1993].

Given a dataset consisting of an alignment of sequences, an artificial dataset of

the same size is generated by picking columns from the alignment at random with

replacement 28. The tree building algorithm is then applied to this artificial dataset.

The whole selection and tree generating procedure is repeated several (typically 1000)

times and the frequency with which a chosen phylogenetic feature appears is a measure

of its reliability [Durbin et al., 1998].

More specifically, the topology of each bootstrap tree is compared with that of the

original tree. Any interior branch of the original tree generating the same partition

of sequences as that in the bootstrap tree is assigned value 1, the other branches are

given 0. After the process is repeated several hundred times, the percentage of times

each original internal branch gets value 1 is taken as the bootstrap confidence value.

28A column in the original dataset can appear several times in the artificial dataset.
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This procedure is actually not equal to the original phylogenetic bootstrap method

[Felsenstein, 1985], which does not assess the reliability of a tree reconstructed from

the original data but that of the consensus tree (generated by considering all the

bootstrap trees) [Nei and Kumar, 2000].

Molecular clocks and linearized trees

The rate of nucleotide or amino acid substitution would never be constant over the

entire evolutionary process as it depends on the evolutionary stability and functional

changes of genes. Studying a sufficiently large number of nucleotides/amino acids,

for which the extent of sequence divergence is also sufficiently large, should allow the

detection of the heterogeneity of evolutionary rate. Nevertheless, the extent of rate

heterogeneity is usually moderate when relatively closely related sequences are used

and an approximate clock can be used to obtain estimates of times of divergence

between sequences from molecular data. The molecular clock hypothesis states that

the rate of substitution is approximately constant over evolutionary time, despite the

stochastic error associated with the actual number of substitutions.

The use of a molecular clock for estimating divergence times requires a test of the

applicability of a clock for the data set of interest. Sequences deviating significantly

from the assumption of rate constancy must be identified and excluded. After elimi-

nation of these sequences, the branch lengths of the tree for the remaining sequences

can be reestimated under the assumption of rate constancy. The resulting linearized

tree can be used for estimating the divergence time of any pair of sequences (provided

that the rate of substitution can be estimated from other sources such as fossil records

or geological dates).

Amongst the molecular clock phylogenetic tests that can be used in the con-

struction of linearized trees, there are two simple methods of testing rate constancy

specifically designed to identify sequences evolving excessively fast or slow: the two-

cluster and the branch-length tests [Takezaki et al., 1995]. These tests are intended

to be applied to a tree built without the assumption of rate constancy and the root of

the tree is first located by using outgroup sequences. The two-cluster test examines

if the difference in average branch length between two clusters of sequences created
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by an interior node is statistically significant. The standard error of the difference

between the two average branch lengths is computed. If the subsequently applied

Z test indicates that one branch length is significantly different from the other, the

most different from the average root-to-tip distance for all sequences is eliminated.

In the branch-length test, the root-to-tip branch length is computed for all sequences

and the difference between that value for a particular sequence and the average for

all sequences is determined. This difference is then subjected to a statistical test to

identify the sequences that evolve significantly faster or slower [Nei and Kumar, 2000;

Nei, 1996].

1.4 DNA Microarrays

DNA microarrays (also called Gene Chips) are tools for studying gene dynamics in

a highly parallel fashion. They are ordered collections of DNA sequences (probes)

deposited on solid surfaces or three-dimensional matrices. The basic principle by

which DNA microarrays work is the process of hybridization: a single strand of DNA

(the probe, immobilized on a surface) is capable of annealing to a complementary

strand of DNA (the target), forming a highly stable duplex structure [Knudsen, 2002;

Miller, 2004].

1.4.1 Expression arrays

Gene expression studies try to assess the amount of transcribed mRNA in a biological

system. Most changes in a cell state are associated with variations in mRNA levels

for some genes, despite post-translation modifications in many proteins. It is then

extremely useful to systematically measure the transcriptome. Thus it is not surpris-

ing that the original and still most popular format of DNA array is the expression

microarray, designed to measure the relative abundance of mRNA transcripts - the

DNA probes (which can number in the hundreds of thousands on a single chip) are

derived from the transcribed regions of genes. The probes may be long sequences

several hundred to several thousand bases in length amplified from cloned mRNA

transcripts (cDNA probes) or short DNA sequences (oligonucleotide probes) that are
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20 to 80 bases in length and can be synthesized in situ 29. This expression profiling has

become the dominant use mode because it provides a wealth of important functional

information about the biological sample being analyzed. Full or partial transcript

sequences are now available for nearly all genes in the most commonly studied organ-

isms. Thus the new high-density arrays can provide genome-wide response profiles

for the changes in transcription rate associated with drug treatments, disease states,

phenotypic differences and mutations [Miller, 2004; Stoughton, 2005; Relógio, 2002;

Parmigiani et al., 2003].

A typical “two-color” microarray hybridization experiment starts by the labelling

of the cDNA targets: cellular mRNA is extracted (figure 1.20A) from two cell popu-

lations (or tissues) for which relative gene expression levels are to be compared (the

‘test’ and ‘reference’ RNAs); the RNAs are then reverse transcribed into cDNA (fig-

ure 1.20B) and fluorescently labelled (figure 1.20C) with different color fluorophores

(Cy3 and Cy5 dyes) - one cDNA target population will fluoresce green (Cy3) and

the other will fluoresce red (Cy5). The targets are subsequently purified, mixed to-

gether and simultaneously hybridized to the same microarray (figure 1.20D). After

the hybridization reaction, the microarrays are washed, dried, and scanned for de-

tection of fluorescence on the DNA probes. A gene expressed in one or both of the

RNA samples will have its mRNA converted into fluorescently labelled cDNA, which

will subsequently bind to its corresponding probe during the hybridization reaction.

This is detected by a scanner which focuses specific wavelengths of laser light on the

probes in order to excite fluorescence of Cy3 and Cy5. The signal is then captured

in a two-channel 16-bit TIFF image which encodes the emitted fluorescence of each

fluorophore as relative units of pixel color saturation (signal intensity) in each channel

(figure 1.20E). If the magnitude of the average signal intensity for a given gene probe

is equivalent in the Cy3 and Cy5 channels, it is assumed that the transcript levels

of that gene in the two RNA samples are equivalently expressed. If they are not

equivalent, the gene is differentially expressed, the channel with the higher intensity

corresponding to the sample in which the gene is more highly expressed 30.

29Probes are sinthesized directly on the microarray surface by phosphoramidite chemistry and

light-sensitive enzymes.
30Differences in transcript levels can also occur as the result of variation in mRNA half-life and
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Figure 1.20: “Two-color” DNA microarray experiment

See text for details. (Adapted from the Food and Agriculture Organization of the United Nations

website - http://www.fao.org.)
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Affymetrix uses an alternative approach, named “single-color”: only one sample

is assessed per chip. The mRNA from a single sample is reverse transcribed into

cDNA, which is then utilized to transcribe and amplify target cRNA. This biotinylated

cRNA is then hybridized to the chip and subsequently labelled, being bound by

the fluorescing molecule phycoerythrin. The array is scanned for fluorescent signals

and the resultant single-channel image is analyzed for probe signal intensities that

are supposed to approximate the absolute expression levels of the bound mRNA

transcripts.

1.4.2 Array CGH

The flexibility of the DNA microarray technology allowed it to extend its range of

applications. Comparative genomic hybridization (CGH) is a technique that detects

and maps changes in copy number of DNA sequences [Miller, 2004; Albertson and

Pinkel, 2003].

In array CGH genomic DNA is used to generate fluorescent targets. DNA from a

test (e.g. tumor) and a reference genome (genomic DNA from a normal individual)

are differentially labeled and hybridized to a representation of the genome (originally

a metaphase chromosome spread) 31. The fluorescence ratio of the test and reference

hybridization signals is determined at different positions along the genome. This gives

information on the relative copy number of sequences in the test genome compared

with the normal diploid genome.

Array CGH has been widely used for the analysis of tumor genomes and consti-

tutional chromosomal aberrations, as often in cancer and other genetic diseases the

genome becomes unstable and certain chromosomal regions are amplified or deleted.

The amplification of oncogenes (genes that promote tumorigenesis) and the deletion

of tumor suppressor genes can result in populations of cells with a growth advantage

not necessarily due to differences in gene expression per se.
31Array-CGH microarrays use not only cDNA probes designed for expression analysis but also

PCR products or long oligonucleotides representing intergenic sequences or alternatively very large

contiguous fragments of chromosomal DNA contained within BACs (bacterial artificial chromo-

somes).
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leading to eventual tumor outgrowth.

Genomic arrays have been used for other applications. For example, epigenetic

changes in a genome can be measured on arrays prepared from a CpG island library

by assessing their methylation status.

1.4.3 Data analysis

Microarrays are a powerful tool but there are several sources of variation in the mea-

surement process can make it hard to extract the biological information of interest.

There are technology specific manufacturing errors and, for instance, variability can

be introduced in the amplification, purification and concentration of DNA clones for

spotting. The protocol of preparation of mRNA from biological samples includes

several procedures that can become sources of variability: labelling, extraction, am-

plification, etc. Ambient conditions (temperature, humidity, etc) introduce additional

variability during hybridization. Natural fluorescence and binding of genetic material

to the array in unspotted regions can also introduce background noise in the scan-

ning step. Finally, the initialization of algorithms for imaging is human dependent

and different algorithms can lead to different fluorescence quantifications. Most of

these sources of variation are relatively small but the accumulation of all the errors

can become important. Thus all those artifacts must be taken into account when

performing the microarray data analysis and several statistical techniques have been

developed for all stages of experimentation [Parmigiani et al., 2003].

The identification of the biological questions of interest (and their specificity)

leads to the design of the experiment. Choosing the sample size is a key factor on the

design and, at this stage, the experimental conditions must be properly assigned to

the arrays. Furthermore microarray experiments must be replicated. It is important

to have not only internal controls in the arrays but both “biological replicates” (RNA

of the same type from different subjects) and “technical replicates” (multiple arrays

using the same RNA).

The raw data of a microarray experiment is the set of pixel intensities stored

in the image files generated by the scanner. Image analysis tools are then used for
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segmentation 32 and summarization of pixel-level data. Data from every array must be

visually inspected to diagnose the existence of possible artifacts. Several techniques

for exploratory data analysis and quality control have been developed that allow,

for example, the detection of print tip effects, the evaluation of spatial bias or the

assessment of intensity effects (like saturation). Subtracting background noise is also

part of the preprocessing. Furthermore, data from each probe set must be summarized

into a single measure, to estimate the expression level of the gene of interest. Finally,

before screening for differential expression, it is important to normalize the signals

within each array (e.g. to account for differential response of the two channels) and

across arrays (e.g. to account for differences in the environment, sample preparation

or the processing of the arrays).

Analyzing preprocessed data involves the selection of genes that are differentially

expressed across experimental conditions, as usually the main goal of the experiment

is to identify those regulated by modifying conditions of interest. There are several

methods for the evaluation of reliability of results and statistical validation of puta-

tive differentially expressed genes. Moreover clustering methods are used to classify

biological samples or genes by dividing a set of objects (samples or genes) into groups

so that gene expression patterns within a group are more alike than patterns across

groups. Methods like PCA (principal component analysis) create a small number of

variables that summarize most of the variability.

Microarray analysis is also used for the classification of samples, based on gene

expression patterns, into known categories associated with biological/clinical features

(class prediction). Specific statistical modelling and pattern recognition tools have

been developed for this purpose.

More robust validation and interpretation of microarray data results can be ob-

tained through comparisons across platforms and the use of multiple independent

datasets [Parmigiani et al., 2003].

32Segmentation is the definition of the areas in the image that represent expression information.
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1.5 Objectives

The main goal of this work has been to identify and characterize the mechanisms

associated with complexity in eukaryotic gene expression, following bioinformatics

approaches. My studies have been focused on mRNA splicing and its regulation. I

have analyzed both trans elements (spliceosomal protein components - the so called

splicing factors) and cis regulators (namely RNA sequences recognized and bound by

splicing factors).

I have aimed to shed some light on the evolutionary history of the splicing ma-

chinery by annotating splicing factors in different eukaryotic species. I have tried

to address questions such as if splicing in vertebrates benefited from novel lineage-

specific mechanisms or just evolved upon the refinement of the ancestral contrivance.

I have also aimed to evaluate and discriminate specificities in the evolution of the

different elements that comprise the splicing apparatus.

My work also centered on the distinction and identification of RNA sequence-

level splicing regulatory elements. I have applied bioinformatics techniques to the

recognition of different RNA binding motifs for splicing factors. Moreover, I have

tried to establish the functional consequences of variations in the abundance and

sequence of those signals. This analysis was applied to cellular processes as important

as mRNA metabolism and apoptosis and involved studying the patterns of alternative

splicing for associated key genes.

My bioinformatics tools have been applied in the annotation and analysis of se-

quences for microarray projects. The microarrays technology is a powerful tool in

complexity studies and can be very useful in addressing all the described questions,

as it allows the evaluation of gene expression profiles on a genomewide scale. For

example, we are interested in profiling CpG islands and their methylation patterns,

as they are critical in gene expression regulation, cell differentiation and tumor sup-

pression.
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Chapter 2

Selective expansion of splicing

regulatory factors

(The original work described in this chapter has been integrally published [Barbosa-

Morais et al., 2006].)

Keywords: spliceosome; splicing regulation; alternative splicing; retrotransposi-

tion; evolution.

Abstract: Although more than 200 human spliceosomal and splicing-associated

proteins are known, the evolution of the splicing machinery has not been studied ex-

tensively. The recent near-complete sequencing and annotation of distant vertebrate

and chordate genomes provides the opportunity for an exhaustive comparative analy-

sis of splicing factors across eukaryotes. We describe here our semi-automated com-

putational pipeline to identify and annotate splicing factors in representative species

of eukaryotes. We focussed on protein families whose role in splicing is confirmed by

experimental evidence. We visually inspected 1894 proteins and manually curated 224

of them. Our analysis shows a general conservation of the core splicosomal proteins

across the eukaryotic lineage, contrasting with selective expansions of protein families

known to play a role in the regulation of splicing, most notably of SR proteins in

metazoans and of heterogeneous nuclear ribonucleoproteins (hnRNP) in vertebrates.

We also observed vertebrate-specific expansion of the CLK and SRPK kinases (which

65



Selective expansion of splicing regulatory factors

phosphorylate SR proteins), and the CUG-BP/CELF family of splicing regulators.

Furthermore we report several intronless genes amongst splicing proteins in mammals,

suggesting that retrotransposition contributed to the complexity of the mammalian

splicing apparatus.

2.1 Introduction

In most eukaryotes, functional messenger RNAs (mRNAs) are produced by accurately

removing noncoding sequences (introns) from precursors (pre-mRNAs) in a process

termed ‘RNA splicing’. The spliceosome, a large multicomponent ribonucleoprotein

complex, carries out this intron excision [Jurica and Moore, 2003; Burge et al., 1999].

Extensive genetic and biochemical studies in a variety of systems have revealed that

the spliceosome contains five essential small RNAs (snRNAs), each of which functions

as an RNA-protein complex called a small nuclear ribonucleoprotein (snRNP). Each

snRNP comprises one of these five snRNAs bound stably to two classes of proteins:

Sm proteins, which are present in all snRNPs, and specific proteins that are uniquely

associated with only one snRNP [Luhrmann et al., 1990]. Higher eukaryotes have two

distinct types of spliceosomes. The major or U2-type spliceosome, which catalyses

the removal of most introns, is composed of U1, U2, U4, U5 and U6 snRNPs. The

minor or U12-type spliceosome, which recognises <1% of all human introns, comprises

U11, U12, U4atac, U5 and U6atac snRNPs [Patel and Steitz, 2003]. In addition

to snRNPs, splicing requires many non-snRNP protein factors. Recent improved

methods to purify spliceosomes coupled with advances in mass spectrometry have

revealed that the spliceosome may be composed of as many as 300 distinct proteins

[Jurica and Moore, 2003; Nilsen, 2003].

The initial events of spliceosome assembly require recognition of specific sequences

located at the 5’ and 3’ splice sites, which define the intron boundaries. In metazoans,

however, the splice site sequences are only weakly conserved and although introns are

excised with a high degree of precision, at least 74% of human genes encode alterna-

tively spliced mRNAs [Johnson et al., 2003]. Alternative splicing is the process by

which multiple mRNAs can be generated from the same pre-mRNA by the differential
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joining of 5’ and 3’ splice sites. Alternative splicing produces multiple mRNAs encod-

ing distinct proteins, thus expanding the coding capacity of genes and contributing

to the proteomic complexity of higher organisms [Black, 2003; Brett et al., 2002;

Maniatis and Tasic, 2002].

In general, alternative splicing is regulated by protein factors that recognise and

associate with specific RNA sequence elements either to enhance or to repress the

ability of the spliceosome to recognise and select nearby splice sites [Maniatis and

Tasic, 2002; Smith and Valcarcel, 2000]. The multiplicity of protein-protein and

protein-RNA interactions that modulate the association of the spliceosome with the

pre-mRNA is thought to control alternative splicing [Black, 2003; Caceres and Korn-

blihtt, 2002; Graveley, 2002].

The evolutionary history of the splicing machinery has not been fully elucidated, in

part because appropriate near-complete genome sequences have only recently become

available. The recent sequencing and annotation of the genomes of the Japanese

puffer fish, Fugu rubripes [Aparicio et al., 2002] and the sea squirt, Ciona intestinalis

[Dehal et al., 2002] allows us now to fill that gap with fiducial branches of distant

vertebrates and chordates respectively, providing an opportunity to exhaustively look

at splicing factors in those species and extend our knowledge about their evolution.

In this study we report a semi-automated computational pipeline designed to identify

and annotate splicing factors in representative species of eukaryotes.

2.2 Methods

The key steps in our pipeline are illustrated in Figure 2.1.

All the human splicing factors (Table A.1) and homologues annotated for other

species were listed and their protein sequences were retrieved. Grouping into families

was performed based on full-length homology, functional domains composition and

the Ensembl Protein Family classification [Hubbard et al., 2002] 1 (v30). For each

family, spurious and truncated proteins were identified and removed manually and

all the remaining members were aligned with T-Coffee [Notredame et al., 2000] (de-

1http://www.ensembl.org
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Figure 2.1: Schematics of the computational pipeline flow

Sources, software and parameters are represented in blue and species in red.
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fault parameters). The alignment was used to build a profile HMM (Hidden Markov

Model), using HMMER [Eddy, 1998] (hmmbuild, hmmcalibrate), with which the pro-

teomes of Fugu, Ciona and 16 species of Archaea were searched (hmmsearch, e-value =

10−2). In parallel, all the human splicing factors were BLASTed [Altschul et al., 1990]

(tblastn, BLOSUM62 matrix, SEG filter on, e-value = 10−3) against the genomes of

Fugu, Ciona, Archaea, Plasmodium, Trypanosomas and proteomes of the previous

species plus A. thaliana, S. pombe and S. cerevisiae. Gene prediction was carried out

in hit unannotated genomic regions, using Wise2 2. A reciprocal BLAST between the

protein hits and the human genome and proteome (blastp, BLOSUM62 matrix, SEG

filter on, e-value = 10−3) was performed. Gene predictions were again made for hit

unannotaded genomic regions in Human.

The obtained members of each ’complete’ family were aligned and a phylogenetic

tree was built with ClustalW [Thompson et al., 1994]. The families of factors with rele-

vant annotated function benefited from further curation: removal of false homologues

and redundancies, correction of truncated and missannotated proteins, assessment of

the likelihood of splice sites. This curation was assisted by BLAST, Wise 2 and EST

searches, carried out in the Gene2EST BLAST Server [Gemund et al., 2001] (EMBL)
3 and the NCBI BLAST website 4 (blastn, low complexity filter on), relying on the

GenBank/dbEST database (v147.0) [Benson et al., 2004; Boguski et al., 1993].

The same approach was used to identify putative retrotransposons and discrim-

inate pseudo-genes (based on the appearance of frame disruptions like cryptic stop

codons and frameshifts introduced by missing or extra nucleotides in the conserved

coding region). This procedure was complemented with the estimation of the ratio

ds/dn of synonymous / non-synonymous substitutions (using SNAP 5) and the iden-

tification of LINEs and LTR elements by searching the involving genomic sequences

(1.2kb upstream and downstream of the putative transcribed sequence) with Repeat-

Masker 6 (default parameters).

2http://www.ebi.ac.uk/Wise2
3http://woody.embl-heidelberg.de/gene2est
4http://www.ncbi.nlm.nih.gov/BLAST
5http://www.es.embnet.org/Doc/SNAP/
6http://www.repeatmasker.org
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New alignments were built for the resulting curated families and, for each family,

the functional domain composition of its members was compared. The domain or-

ganisation of proteins relied on the Pfam database [Bateman et al., 2002] 7 (version

16.0), the HMMER program hmmpfam and the SMART tool [Letunic et al., 2004] 8

(version 4.0).

We then performed the phylogenetic analysis of all the families by generating

bootstrapped Neighbor-Joining (NJ) trees with ClustalW (1000 bootstraps). Alterna-

tively, we bootstrapped our alignments using the Phylip [Felsenstein, 1989] program

Seqboot (100 bootstraps). Then rooted and bootstrapped NJ and Parsimony trees

were built using the Phylip programs Neighbor (preceded by Protdist) and Protpars,

respectively. In both cases we generated the consensus trees with Phylip program

Consense. We also created rooted Maximum-Likelihood (ML) trees using the Phylip

program Proml. For details on tree rooting see Table A.2. We did the molecular clock

analysis following a procedure similar to that adopted by [Christoffels et al., 2004]

(Table A.3).

Table A.4 summarises the sources for the whole genomes and predicted proteomes

used in our search. The automated searches relied on BioPerl [Stajich et al., 2002]
9(v1.30) and Ensembl Perl modules on a Linux platform. All the phylogenetic trees

and alignments can be found in Supplementary Materials (A.1).

2.3 Results

2.3.1 Pipeline-assisted annotation of splicing factors

Although recent reports have identified up to 300 distinct proteins associated with

the spliceosome [Zhou et al., 2002; Rappsilber et al., 2002], many of these new pro-

teins have not yet been shown to function in splicing and, therefore, they cannot

be considered as bona fide splicing factors [Jurica and Moore, 2003]. In this study,

we limited our analysis to proteins for which there is experimental evidence of their

7http://www.sanger.ac.uk/Software/Pfam
8http://smart.embl-heidelberg.de
9http://www.bioperl.org
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involvement in splicing. Our first goal was to enumerate and annotate the genes

encoding spliceosomal proteins in the genomes of human, pufferfish, Ciona, the bud-

ding yeast Saccharomyces cerevisiae, the fission yeast Schizosaccharomyces pombe, the

plant Arabidopsis thaliana, and several species of archaebacteria and protozoa (see

2.2, Figure 2.1 and Table A.4).

Although the availability of ‘raw’ and ‘first pass annotated’ genomes (for example

the ones in Ensembl [Hubbard et al., 2002]) is proving indispensable for genome-wide

studies, detailed analyses are still hampered by the fact that most databases are ‘con-

taminated’ with erroneous annotation. In many cases, the current algorithms used

in completely automated gene-building pipelines unreliably predict features such as

short exons. The algorithms are particularly ineffective with repetitive protein motifs,

such as those in RS (arginine-serine-rich) domains, responsible for the protein-protein

interactions of SR (Ser-Arg) proteins (important splicing factors - see below). The

goal of our semi-automated pipeline was to search ab-initio the raw genomic sequence

of representative eukaryotes and thus to complement pre-existing annotations, even

though these acted as a seed for the pipeline. This approach demanded manual in-

spection and validation of the results. We therefore visually inspected a total of 1894

putative spliceosomal proteins across eukaryotic genomes and we manually curated

224 sequences (12%). The results are listed in Supplementary Material (A.1). Despite

the effort made to manually correct sequences, errors and uncertainties remain, espe-

cially for genes poorly supported with EST evidence, and this reduces the precision

of the phylogenetic analysis (namely for Parsimony methods) and the consistency of

tree topology between different methods of phylogenetic inference (all the trees can

be found in Supplementary Materials). We were unable to correct completely 388

proteins (20%) of ambiguous sequence. We identified only five putative splicing fac-

tors (all from Fugu) that had no previously annotated gene locus. We also report

3 factors (from Zebrafish) that were annotated in older versions of Ensembl but do

not appear in version 30. In the process of manual curation we have identified 83

putative pseudo-genes that Ensembl annotates as active genes in human and mouse

(Table A.5; see below), indicating that automated annotation is oversensitive.
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2.3.2 Selective expansion of splicing regulatory protein fam-

ilies

Having enumerated all currently known splicing proteins, we asked whether major

patterns of protein family expansion were evident between different animal phyla.

We looked at the genes encoding the seven Sm protein families that associate with

all the snRNAs, the Lsm protein families that associate with the U6 snRNA, and

several snRNP-specific protein families. Most of these spliceosomal components show

apparent one:one orthology mapping (or numerical concordance in the occurrence

of paralogs) between vertebrates, invertebrates and unicellular eukaryotes, consistent

with previous reports (see [Will and Luhrmann, 2001]). In contrast, we observed a dif-

ferent evolutionary pattern of the minor spliceosome U11/U12-snRNP proteins; they

are absent from protozoa, trypanosomes, yeasts and the nematode worm Caenorhab-

ditis elegans Table 2.1, but present in Arabidopsis, consistent with the identification

of U12-dependent introns in this plant [Zhu and Brendel, 2003].

In addition to snRNPs, the spliceosome comprises many non-snRNP protein fac-

tors, including DExD/H-box proteins, SR proteins and hnRNP proteins. DExD/H-

box proteins constitute a prominent family of core splicing factors. Genetic studies

in S. cerevisiae have implicated eight DExD/H-box proteins in splicing [Staley and

Guthrie, 1998]. Each of these conserved proteins (Prp2p, Prp16p, Prp22p, Prp43p,

Brr2, Prp5p, Prp28p, Sub2p) is required for pre-mRNA splicing. Seven additional

DExD/H-box proteins were recently found associated with mammalian spliceosomes

[Jurica and Moore, 2003]. As shown in Table 2.1, no major expansion of the DExD/H-

box gene family occurred during evolution.

The SR proteins, characterised by their typical RS domain containing repeated

Arg/Ser dipeptides, are essential factors required for both constitutive and alternative

splicing [Maniatis and Tasic, 2002]. Our results show that metazoans contain nine

families of SR proteins, six of which have two or more members in mammals, whereas

in unicellular eukaryotes there are only one or two SR protein genes (Table 2.2). Thus,

the diversity of SR proteins seems to have emerged with multicellularity. Consistent

with previous reports, we found no SR proteins in budding yeast but two proteins in

fission yeast [Kaufer and Potashkin, 2000; Tacke and Manley, 1999], and we confirmed
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Table 2.1: Compilation of U11/U12 snRNP and DExD/H-box (DEAD) proteins iden-

tified in the analyzed genomes

Detailed identification of each gene is provided in Supplementary Material (A.1). Small

termination characters identify species/phylum specific duplications.
∗Families annotated as snRNP specific
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the existence of 19 SR protein genes in Arabidopsis [Kalyna and Barta, 2004; Reddy,

2004].

Table 2.2: Compilation of SR proteins identified in the analyzed genomes

Detailed identification of each gene is provided in Supplementary Material (A.1). Small

termination characters identify species/phylum specific duplications. None of the analysed SR

protein genes was found for Saccharomyces cerevisiae.
∗Arabidopsis-specific SR proteins, technically considered orthologues of the human proteins in the same family

(reciprocal BLAST hit) but exhibiting a considerably lower degree of identity with the human factor than their

Arabidopsis paralogues.

†SR proteins in unicellular eukaryotes can be considered common homologues of all the SR proteins in metazoans;

here we include them in the same families of their technical human orthologues (reciprocal BLAST hit).

The hnRNP proteins are a large group of molecules identified by their association

with unspliced mRNA precursors (hnRNAs). The hnRNP proteins A, C, F, G, H, I

(also termed PTB) and M have been implicated in the regulation of splicing [Black,

2003]. We find that a single S. pombe protein shows significant sequence homology

to hnRNPs, whereas 13 gene families are found in metazoans (Table 2.3). For each

invertebrate hnRNP in Ciona, insects or worms, there are, on average, three co-

orthologues in the vertebrates human, mouse and Fugu. Ciona has 16 hnRNP genes,

whereas human has 37. Thus, a striking expansion of hnRNP protein gene families

occurred in vertebrates.

Interestingly, gene families encoding additional splicing regulators have also ex-
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Table 2.3: Compilation of hnRNP proteins identified in the analyzed genomes

Detailed identification of each gene is provided in Supplementary Material (A.1). Small

termination characters identify species/phylum specific duplications. None of the analysed hnRNP

genes was found for Saccharomyces cerevisiae and Plasmodium falciparum.
∗Proteins signed with ’?’ are technically orthologues (reciprocal BLAST hit) but the large evolutionary distance

(and low sequence similarity) and the absence of experimental data does not allow us to classify them as functional

homologues.
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panded during the evolution of primitive metazoans into vertebrates (Table 2.4).

These include the CLK (CDC-like) and SRPK (SR-protein-specific) kinases that

phosphorylate SR proteins, modulating their function in splicing; the CUGBP (CUG-

binding) and ETR-like proteins (CELF) implicated in tissue-specific and developmen-

tally regulated alternative splicing; and the alternative splicing regulators FUSE (far

upstream element binding) and Elav (embryonic lethal abnormal visual) proteins (for

a recent review see [Black, 2003]).

Table 2.4: Evolution of miscellaneous splicing regulatory proteins

Detailed identification of each gene is provided in Supplementary Material (A.1). Small

termination characters identify species/phylum specific duplications.

Since genome duplication is known to have occurred at the vertebrate stem [Mazet

and Shimeld, 2002; McLysaght et al., 2002], we performed a phylogenetic analysis,

using rate-linearised trees (see 2.2) to determine whether the splicing factor family

expansions are co-incident with that duplication. Despite some topological incon-

sistencies between the different methods of phylogenetic inference, the evolutionary

trees we generated are most consistent with the model that hnRNP genes underwent

one or two rounds of duplication just after the divergence of vertebrates (Figure 2.2)

and urochordates.

Furthermore, analysis of the teleost radiation, and of Arabidopsis revealed several
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Figure 2.2: Evolutionary relationship among the protein members of hnRNP F/H

family in several eukaryotes

Species: human (Hsap), mouse (Mmus), rat (Rnor), chicken (Ggal), Fugu (Frub), zebrafish (Drer),

Tetraodon (Tnig), Ciona intestinalis (Cint), fruit fly (Dmel), mosquito (Agam), C.elegans (Cele),

Arabidopsis (Atha) and Trypanosoma (Tcru). Vertebrate factors are highlighted in blue, red and

shades of green.

A - Rooted Neighbour-Joining phylogenetic tree generated using ClustalW (1000 bootstraps),

based on amino-acid alignment generated by T-Coffee. Bootstrap values are shown. Branch lengths

are scaled in arbitrary units.

B - Rooted Gamma-corrected Maximum-Likelihood phylogenetic tree generated using GAMMA

and the Phylip program Proml, based on amino-acid alignment generated by T-Coffee. Branch

lengths are scaled in arbitrary units.
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localised gene duplications in Fugu, the zebrafish Danio rerio, Tetraodon (all teleosts)

and Arabidopsis. These results are consistent with the currently accepted models

proposing additional rounds of whole genome duplication in ray-finned and lobe-finned

fish, before teleost radiation [Amores et al., 1998; Aparicio et al., 2002; Christoffels

et al., 2004] , and the propensity of angiosperms to become polyploid [Bowers et al.,

2003; Simillion et al., 2002]. Thus, teleost fish and plants tend to have more copies

of splicing genes than do mammals (Tables 2.1, 2.2, 2.3, 2.4). However, there

is no evidence for additional selective expansion of any particular family of splicing

proteins in these organisms, beyond that which had occurred in the stem organism.

2.3.3 The domain evolution of splicing factors

Our data show conservation of the protein domain structure of splicing factors across

species and we found no evidence for domain shuffling. We observed no trend for gain

or loss of domains in families of splicing factors, as has occurred in other nuclear pro-

tein families (for example, in the Polycomb and Trithorax protein families [Ringrose

and Paro, 2004]). We checked, for example, whether the expansion of SR protein fam-

ilies coincided with the appending of RS domains onto general RNA-binding splicing

factors. In species without SR proteins, we found no relevant homology with SR

protein RNA recognition motifs (RRMs). Each factor seems to have evolved as a

whole and its domains have evolved together (Figure 2.3). Similarly, for the hnRNP

families that are expanded in vertebrates the motif structures are generally conserved

(Figure 2.4). One exception is hnRNP H3, which in mammals and chicken appears

to have lost the first of the three RRM’s that are common to its paralogues.

2.3.4 Retrotransposition and identification of putative novel

splicing factors and pseudogenes in mammals

The absence of introns from mammalian genes is often indicative of retrotransposi-

tion, where a spliced mRNA is reverse-transcribed into DNA and integrates back into

the genome. Retrotransposition appears to have contributed as a general mechanism

of gene duplication amongst mammals. We found that, with the exception of U2AF26
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Figure 2.3: Evolutionary relationship among the RNA-recognition motifs (RRM) of

members of the family SRp30c-ASF for several eukaryotes

Species: human (Hsap), mouse (Mmus), chicken (Ggal), Fugu (Frub), Ciona (Cint), fruit fly

(Dmel), C.elegans (Cele), Arabidopsis (Atha) and Plasmodium (Pfal) (for simplicity only one

rodent, one teleost and one insect are shown).

Amino-acid positions of each domain within the protein are also indicated in the domain

identification. The unrooted Neighbour-Joining phylogenetic tree was generated using ClustalW

(1000 bootstraps) based on amino-acid alignment generated by T-Coffee. Bootstrap values are

shown. Branch lengths are scaled in arbitrary units. RRM1 in Ggal ASF and Cint ASFb

corresponds to RRM2 in the other proteins as their sequences are truncated in the N-terminal.

Pfal SF is found to have only one RRM. Atha RS31A can be technically considered an orthologue

of the Hsap SR30C (reciprocal BLAST hit) but exhibits a considerably lower degree of identity

(36%) with the human factor than its Arabidopsis paralogues (e.g. 53% for Atha SRp30).
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Figure 2.4: Evolutionary relationship among the RNA-binding K-Homology (KH)

domains of members of the family hnRNP-E/PCB for several metazoans

Species: human (Hsap), mouse (Mmus), chicken (Ggal), Fugu (Frub), Ciona (Cint), fruit fly

(Dmel) and C.elegans (Cele) (for simplicity only one rodent, one teleost and one insect are shown).

Amino-acid positions of each domain within the protein are also indicated in the domain

identification. The unrooted Neighbour-Joining phylogenetic tree was generated using ClustalW

(1000 bootstraps) based on amino-acid alignment generated by T-Coffee. Bootstrap values are

shown. Branch lengths are scaled in arbitrary units.
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(a mammalian splicing factor [Shepard et al., 2002] that diverged from U2AF35 be-

fore vertebrates radiation and is likely to have been lost by defunctionalization in

teleosts) and Sm N, all of the mammalian specific factors SRp46, U2AF1-RS1 and

hnRNPs C-like, E1, smPTB and G-T are intronless whereas their closer paralogues

are multiexonic. SRp46, U2AF1-RS1, hnRNP E1 and hnRNP G-T have previously

been reported to be retrotransposons [Elliott et al., 2000; Makeyev et al., 1999; Soret

et al., 1998; Wang et al., 2004a], which is consistent with our data. We therefore

propose that retrotransposition contributed to generate the diversity of the splicing

machinery observed in mammals.

We found evidence for additional seven mouse putative intronless genes that ap-

pear to have no frame disruption in their coding sequences and for which we find

evidence for transcription (Table A.6) and/or have an outstandingly high ratio of

synonymous / non-synonymous substitutions when compared with the closest active

paralogue. Six of these putative intronless genes are annotated in Ensembl but one

of the genes is located in an unannotated genomic region. Two putative intronless

genes exhibit transcript sequences equal to their closest paralogues’. Whether these

are novel functional splicing genes in mouse or very recent pseudogenes remains an

open question.

In addition, we identified 107 human and 90 mouse putative pseudogenes (Tables

A.5 and A.7), none being found in other phyla. Of these, 30 human and 53 mouse

pseudogenes are annotated as putative functional genes in Ensembl (Table A.5). The

majority (∼80%) of all the analysed intronless genes/pseudogenes contain evidence

for surrounding LINE1 or LTR (long terminal repeat) sequences (repeats associated

with transposable elements [Kazazian, 2004]) and are therefore likely to be retrotrans-

posons. Some families of Sm proteins and the hnRNP-A family contain particularly

large numbers of retrotransposons (Tables A.5 and A.7).

2.4 Discussion

Here we report a systematic comparison of the genes encoding the splicing machinery

across diverse phyla. We designed a semi-automated computational pipeline to iden-
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tify and annotate spliceosomal proteins that will also assist in the rapid re-annotation

of new splicing proteins as genomic sequences are updated. Our analysis shows differ-

ential gene family expansions across the eukaryotic lineage, with a disproportionate

expansion of hnRNP proteins in vertebrates.

Although the origin of introns remains unknown, current data strongly indicate

that introns and a spliceosome sufficient for their excision was present in the last com-

mon ancestor of eukaryotes [Johnson, 2002; Collins and Penny, 2005]. Introns have

been discovered in eukaryotes as primitive as the single-celled parasite Giardia lam-

blia [Nixon et al., 2002] and its close relative Carpendiemona membranifera [Simpson

et al., 2002], and a core spliceosomal protein gene (Prp8 ) is remarkably conserved

between metazoans and the deep-branching protist Trichomonas vaginalis [Fast and

Doolittle, 1999]. Our finding that genes encoding snRNP proteins are generally con-

served in animals, Arabidopsis, yeasts, trypanosomes and Plasmodium is consistent

with previous reports (reviewed by [Will and Luhrmann, 2001]). Our observation that

Plasmodium, trypanosomes, yeasts and C. elegans lack U11/U12 protein homologues

is also in agreement with the hypothesis that the minor (U12-dependent) spliceosome

was absent from the “first eukaryote” [Collins and Penny, 2005].

In contrast with the conservation of snRNP protein genes, our analysis reveals

that metazoans have many more genes implicated in the regulation of splicing than

unicellular eukaryotes. Most probably, splicing regulatory proteins evolved as a con-

sequence of whole-genome duplications that occurred at the vertebrate stem [Mazet

and Shimeld, 2002; McLysaght et al., 2002]. According to the ‘classical’ model for

selective retention of gene family duplicates [Force et al., 1999; Nei and Rooney,

2005; Ohno, 1970], one of the duplicate genes retained the original function while the

other accumulated mutations that eventually conferred an advantageous new function

(neofunctionalisation).

We provide surprising evidence that retrotransposition introduced an additional

level of diversity to the mammalian splicing machinery. Despite the fact that the ma-

jority of retrotransposons are non-functional [Goncalves et al., 2000], and that intron-

less genes may be transcribed less efficiently than their intron-containing homologues

[Le Hir et al., 2003], we identified several retrotransposed genes, specific to mammals,
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encoding multifunctional RNA-binding proteins. These include SRp46 [Soret et al.,

1998], hnRNP E1 [Antony et al., 2004; Bandiera et al., 2003; de Hoog et al., 2004;

Krecic and Swanson, 1999; Leffers et al., 1995; Morris et al., 2004; Ostareck-Lederer

et al., 1998; Persson et al., 2003; Reimann et al., 2002], hnRNP G-T [Nasim et al.,

2003; Elliott et al., 2000], smPTB [Gooding et al., 2003] and U2AF1-RS1 [Wang

et al., 2004a]. We also identified seven mouse putative novel active retrotransposed

genes, paralogues of NHP2-like, U1C, LSm6, LSm7, SmD2, SmG and U2AF35.

Although splicing of introns from pre-mRNAs occurs in practically all eukaryotes,

alternative splicing is important and widespread only in multicellular organisms. The

yeast S. cerevisiae has introns in only 3% of its genes and only six genes with more

than one intron [Barrass and Beggs, 2003]. Although in the fission yeast S. pombe,

43% of the genes are spliced, with many of them containing multiple introns [Wood

et al., 2002], no regulated alternative splicing has been detected in this organism or

in any other unicellular eukaryote [Ast, 2004; Barrass and Beggs, 2003].

There are two current models to explain the evolution of alternative splicing, which

are not mutually exclusive [Ast, 2004]. One is based on the accumulation of mutations

that make splice sites sub-optimal (or ’weaker’), providing an opportunity for the

splicing machinery to skip that site. In the second model, the evolution of splicing

regulatory factors that either enhance or inhibit the binding of the splicing machinery

to constitutive splice sites, it argues, releases the selective pressure from that sequence

resulting in mutations that weaken the splice sites. Our results clearly support this

second model, which so far has not received much experimental attention. The choice

of splice site is thought to be regulated by altering the binding of the spliceosome to the

pre-mRNA. This is achieved by RNA-binding proteins that associate with non-splice

site sequences, located either in exons or introns. The best-characterised families of

splicing regulators are SR proteins and hnRNP proteins (reviewed in [Black, 2003]).

In vitro selection experiments have identified optimal binding sequences for different

SR and hnRNP proteins, but the binding sites for a given family member can be

fairly degenerate. Moreover, regulatory proteins can act as either splicing activators

or repressors, depending on where in the pre-mRNA they bind. We propose, therefore,

that the evolution of novel members of splicing regulatory protein families permitted
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the diversification of their canonical binding sites in pre-mRNAs giving the cell the

potential to produce new transcripts by altering splice choices. This hypothesis may

be testable by correlating functional specificity of individual factors for their splice

isoforms, with the cognate recognition sequences in different species.
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Chapter 3

Diversity of human U2AF splicing

factors

(This chapter is written as review article [Mollet et al., 2006].)

Keywords: U2AF; PUF60; CAPER; RNA splicing.

Abstract: U2 snRNP auxiliary factor (U2AF) is an essential heterodimeric splic-

ing factor composed of two subunits, U2AF65 and U2AF35. During the past years, a

number of proteins related to both U2AF65 and U2AF35 have been discovered. Here,

we review the conserved structural features that characterize the U2AF protein fam-

ilies and their evolutionary emergence, we perform a comprehensive database search

designed to identify U2AF protein isoforms produced by alternative splicing, and we

discuss the potential implications of U2AF protein diversity for splicing regulation.

3.1 Introduction

In eukaryotes, protein-coding regions (exons) within precursor messenger RNAs (pre-

mRNAs) are separated by intervening sequences (introns) that must be removed

to produce a functional mRNA. Pre-mRNA splicing is an essential step for gene

expression and the vast majority of human genes comprise multiple exons that are
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alternatively spliced [Johnson et al., 2003]. Alternative splicing is used to generate

multiple proteins from a single gene thus contributing to increase proteome diversity.

Alternative splicing can also regulate gene expression by generating mRNAs targeted

for degradation [Lareau et al., 2004]. Proteins produced by alternative splicing control

many physiological processes and defects in splicing have been linked to an increasing

number of human diseases [Nissim-Rafinia and Kerem, 2005].

Pre-mRNA splicing occurs in a large, dynamic complex called the spliceosome,

which is composed of four small nuclear ribonucleoprotein particles (the U1, U2, U5

and U4/U6 snRNPs) and more than 100 non-snRNP proteins [Jurica and Moore,

2003]. Spliceosome assembly follows an ordered sequence of events that begins with

recognition of the 5’ splice site by U1snRNP and binding of U2AF (U2 small nuclear

ribonucleoprotein auxiliary factor) to the polypyrimidine (Py)-tract and 3’ splice site

[Burge et al., 1999]. Human U2AF is an heterodimer composed of a 65-kDa sub-

unit (U2AF65) that contacts the Py-tract [Ruskin et al., 1988; Zamore and Green,

1989], and a 35-kDa subunit (U2AF35) that interacts with the AG dinucleotide at

the 3’ splice site [Merendino et al., 1999; Zorio and Blumenthal, 1999a; Wu et al.,

1999]. Binding of U2AF is essential for subsequent recruitment of U2snRNP to the

spliceosome and splicing of the pre-mRNA.

U2AF has been highly conserved during evolution. In addition, a number of

U2AF-related genes are present in the human genome, and some are alternatively

spliced. Here, we review currently available information on the diversity of U2AF

proteins and we discuss resulting implications for splicing regulation.

3.2 Structural features of U2AF and U2AF-related

proteins

The U2AF65 protein contains three RNA recognition motifs or RRMs [Zamore et al.,

1992] (Table 3.1). The two central motifs (RRM1 and RRM2) are canonical RRM

domains responsible for recognition of the polypyrimidine tract (Py-tract) in the

pre-mRNA, while the third RRM has unusual features and is specialized in protein-

protein interaction. This unusual RRM-like domain, called UHM for U2AF homology

86



3.2. Structural features of U2AF and U2AF-related proteins

motif, is present in many other splicing proteins [Kielkopf et al., 2004]. The UHM

in U2AF65 recognizes Spicing Factor 1 (SF1) and this cooperative protein-protein

interaction strengthens the binding to the Py-tract (Figure 3.1). At the opposite end,

the N-terminal part of U2AF65 interacts with U2AF35 and this association further

strengthens the binding to the Py-tract [Kielkopf et al., 2004]. Although it is not

a member of the serine-arginine (SR) family of splicing factors, the U2AF65 protein

contains an arginine and serine rich (RS) domain that is required for spliceosome

assembly [Valcarcel et al., 1996; Shen and Green, 2004].

Table 3.1: Domain organization of U2AF65 and U2AF65-related proteins

Domains are annotated according to [Kielkopf et al., 2004]. RS: Arg-Ser rich; RRM: RNA

recognition motif; UHM: U2AF homology motif. The gene names approved by the HUGO Gene

Nomenclature Committee, http://www.gene.ucl.ac.uk/nomenclature/ have been included.

PUF60 (Poly U binding Factor-60kDa) was first isolated as a protein closely re-

lated to U2AF65 that was required for efficient reconstitution of RNA splicing in

vitro [Page-McCaw et al., 1999]. The homology between PUF60 and U2AF65 extends
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across their entire length with the exception of the N-terminal where PUF60 lacks a

recognizable RS domain (Table 3.1 and Figure 3.2A). CAPERα and CAPERβ are the

most recently characterized proteins related to U2AF65 [Jung et al., 2002; Dowhan

et al., 2005]. Both have a domain organization similar to U2AF65, except for the

C-terminus of CAPERβ that lacks the UHM domain (Table 3.1 and Figure 3.2A).

The U2AF35 protein contains a central UHM domain (previously called Ψ-RRM)

involved in the interaction with U2AF65, flanked by two Zn2+ binding motifs and

a C-terminal RS domain [Zhang et al., 1992] (Table 3.2 and Figures 3.1 and 3.2B).

Three-dimensional structural information revealed that despite low primary sequence

identity (23%), ligand recognition by the U2AF65-UHM and U2AF35-UHM domains

is very similar [Kielkopf et al., 2004]. Both the U2AF35/ U2AF65 and U2AF65/SF1

interactions involve a critical Trp residue in the ligand sequence that inserts into a

tight hydrophobic pocket created by the UHM (Figure 3.3).

In the human genome there are at least three genes that encode proteins with a

high degree of homology to U2AF35 (Table 3.2 and Figure 3.2B). U2AF26 is a 26-

Figure 3.1: Schematic representation of protein-protein and protein-RNA interactions

mediated by the U2AF heterodimer during the early steps of spliceosome assembly

Binding of the U2AF heterodimer to the poly-pyrimidine tract (Py-tract) and 3’-splice site AG is

strengthened by the cooperative interaction between U2AF65 and SF1 at the branchpoint sequence

(BPS). The ligand Trp residues (W) in SF1 and U2AF65 insert into the UHM pockets in U2AF65

and U2AF35, respectively. An additionally exposed Trp residue on the U2AF35 UHM domain

inserts between a series of unique Pro residues at the C-terminus of the U2AF65 ligand (P).
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Figure 3.2: A schematic alignment of human protein families related to U2AF65 (A)

and U2AF35 (B)

A - The putative functional domains in each protein are aligned with U2AF65 and the similarity

(% identity) of these domains in relation to U2AF65 is indicated. B - The putative functional

domains in each protein are aligned with U2AF35 and the similarity (% identity) of these domains

in relation to U2AF35 is indicated.
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Table 3.2: Domain organization of U2AF35 and U2AF35-related proteins

Domains are annotated according to [Kielkopf et al., 2004]. Zn: zinc binding; UHM: U2AF

homology motif; RS: Arg-Ser rich. The gene names approved by the HUGO Gene Nomenclature

Committee, http://www.gene.ucl.ac.uk/nomenclature/ have been included.
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Figure 3.3: The U2AF35-UHM/U2AF65-ligand complex

A - Ribbon representation of the U2AF35 UHM. Residues 43-146; pdb code: 1jmt. B - Structure

of the U2AF35-UHM/U2AF65-ligand (blue) complex [Kielkopf et al., 2001]. A critical W residue

(Trp92 in U2AF65) inserts into a tight hydrophobic pocket between the α-helices and the RNP1-

and RNP2-like motifs in U2AF35 [Kielkopf et al., 2001]. An Arg residue (Arg 133 in U2AF35) on

the loop connecting the last α-helix and β-strand of the UHM contributes to the Trp-binding

pocket. A neighboring W residue (Trp 134 in U2AF35) inserts between a series of unique Pro

residues at the C-teminus of U2AF65 (residues 85-112). Additionally, a series of acidic residues in

Helix A of the UHM interacts with basic residues at the N-terminus of U2AF65. The molecular

representations were generated using PyMol (http://www.pymol.org). C - Sequence alignment of

the UHM region in the alternatively spliced U2AF35 isoforms (U2AF35a and U2AF35b) and in the

genes that encode U2AF35-related proteins. The conserved Trp residues are identified by an *. The

alignment was generated by the program MULTALIN [Corpet, 1988] and the figure was prepared

using ESPript [Gouet et al., 1999]. The secondary structure of U2AF35, derived from

three-dimensional data [Kielkopf et al., 2001], is represented in the upper part of the alignment.
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kDa protein bearing strong sequence similarity to U2AF35; the N-terminal 187 amino

acids are 89% identical, but the C-terminus of U2AF26 lacks the RS domain present

in U2AF35 [Shepard et al., 2002]. U2AF35-R1 and U2AF35-R2/Urp are 94% iden-

tical to one another and contain stretches that are approximately 50% identical to

corresponding regions of U2AF35 [Kitagawa et al., 1995; Tronchere et al., 1997]. Ad-

ditional sequences encoding putative new proteins related to U2AF35 were identified

in the draft of the human genome [Tupler et al., 2001; Barbosa-Morais et al., 2006],

but these have not yet been validated experimentally.

3.3 The evolution of U2AF genes

Phylogenetic analysis indicates that the origin of U2AF gene families falls in the

roots of eukaryotes, more than 1500 million years ago [Barbosa-Morais et al., 2006].

Orthologs of both U2AF65 and U2AF35 are found in Drosophila melanogaster [Kanaar

et al., 1993; Rudner et al., 1996], Caenorhabditis elegans [Zorio and Blumenthal,

1999a; Zorio and Blumenthal, 1999b], Schizosaccharomyces pombe [Potashkin et al.,

1993; Wentz-Hunter and Potashkin, 1996], Arabidopsis thaliana [Domon et al., 1998],

and Plasmodium falciparum [Barbosa-Morais et al., 2006]. In contrast, the genome

of Saccharomyces cerevisiae contains a poorly conserved ortholog of the U2AF large

subunit, Mud2p, and no open reading frame that resembles the small subunit [Abovich

et al., 1994]. Orthologs of human PUF60 are present across metazoans, while CAPER

proteins are found all across the eukaryotic lineage. Orthologs of U2AF35R2/Urp exist

in insects, chordates and vertebrates (Figure 3.4).

Phylogenetic studies show that both the U2AF35 and CAPER genes were dupli-

cated most likely during the wave of whole-genome duplications that occurred at the

early emergence of vertebrates 650-450 million years ago, giving rise to U2AF26 and

CAPERβ, respectively. Orthologs of either U2AF26 or CAPERβ are not detected in

lower eukaryotes like Drosophila, C. elegans or plants. Intriguingly, these two genes

were apparently lost in some vertebrate lineages and remained in others (Figure 3.4).

Orthologs of U2AF26 are present in the human and mouse genomes and ESTs more

similar to U2AF26 than U2AF35 are found in rat, pig, and cow. However, there is
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Figure 3.4: Evolution of U2AF-related proteins

The possible origins of U2AF proteins are shown in relation to key metazoan evolutionary events.

Solid lines represent presence of the indicated protein in all species that diverged from human

within the corresponding period of time. Dashed lines represent loss of the indicated proteins in all

extant species that diverged from human within the corresponding period of time. Dashed-dotted

lines represent lineage specific loss/preservation or appearance/absence of the indicated protein

amongst species that diverged from human within the corresponding period of time (e.g. CAPERβ

apparently disappeared from fish, birds and rodents but remained in Xenopus and some mammals,

U2AF35R1 results from independent retrotransposition events affecting only primates and

rodents). A star indicates that U2AF35, U2AF65, PUF60 and CAPERα genes are duplicated in

teleosts, most probably as a consequence of the whole-genome duplication that occured in

ray-finned fish ∼350 million years ago (Mya).
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no evidence for the existence of the gene encoding U2AF26 in the genomes of birds,

amphibians or fish. A comparison of the mouse and human U2AF1L4 genes revealed

that the exon-intron boundaries are located in the same positions as in the human

U2AF1 gene, although the introns are much smaller in the U2AF1L4 gene. In addi-

tion, the exon sequences of the human and mouse U2AF1L4 genes are 90% identical

at the nucleotide level; the majority of the differences are neutral, third position

changes [Shepard et al., 2002]. The evolutionary pattern for CAPERβ is more pe-

culiar. Amongst mammals, orthologs can be found for primates (chimp and rhesus)

and domestic animals (dog and cow) but not for rodents. CAPERβ can also be found

in Xenopus tropicalis but there is no evidence for its existence in chicken or fish.

A comparison of CAPERβ genes from different mammals revealed that most of the

exon-intron boundaries are located in the same positions as in the human CAPERα

gene and the introns are found to be smaller in the CAPERβ gene. Given this analogy

of evolutionary behaviour between the U2AF26 and CAPERβ genes, it is likely that

these new splicing proteins perform unique and lineage-specific functions.

Retrotransposition rather then gene duplication appears to have originated gene

U2AF1L1 less than 100 million years ago. The mouse U2AF1L1 gene located on

chromosome 11 was formed by retrotransposition of U2AF1L2 on the X chromosome

[Nabetani et al., 1997]. U2AF1L1 is regulated by genomic imprinting [Hayashizaki

et al., 1994], and the whole gene is located in an intron of another gene, Murr1, that

is not imprinted [Nabetani et al., 1997]. The transposition that originated the mouse

U2AF1L1 gene must have occurred after mice and humans diverged, because the

human ortholog of Murr1 is located on chromosome 2 and there are no U2AF1 -related

genes on human chromosome 2. Indeed, the phylogenetic analysis of this family of

genes indicates independent events of retrotransposition in rodents (mouse and rat)

and primates (human and chimp). Similarly to the mouse gene, the human U2AF1L1

gene located on chromosome 5 is intronless while human U2AF1L2 is multiexonic,

suggesting that it has also originated by retrotransposition [Barbosa-Morais et al.,

2006]. However, by contrast to the mouse gene, human U2af1-rs1 is not imprinted

[Pearsall et al., 1996].
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3.4 Alternative splicing and diversity of human

U2AF proteins

Our laboratory has recently reported that human transcripts encoding U2AF35 can

be alternatively spliced giving rise to three different mRNA isoforms called U2AF35a,

U2AF35b, and U2AF35c [Pacheco et al., 2004]. This discovery raised the question of

whether additional U2AF genes produce alternatively spliced mRNAs. Very few ex-

amples of U2AF mRNA isoforms have been described in the literature. Namely, two

CAPERβ mRNAs and four CAPERα mRNAs were detected in several human tissues

by Northern blotting [Dowhan et al., 2005], and a splicing variant of PUF60/FIR was

identified in colorectal cancers [Matsushita et al., 2006]. This scarcity of published

data prompted us to use bioinformatics search strategies to review alternative splicing

of U2AF and U2AF-related genes in existing databases. The revision was carried out

with the aid of the UCSC Genome Browser 1 [Kent et al., 2002] for the human genome

assembly hg17, May 2004, NCBI Build 35. The gene region was defined by the BLAT

mapping [Kent, 2002] of the available RefSeq 2transcript (RNA) sequences [Pruitt

et al., 2005], , for a particular gene. Using the UCSC Table Browser [Karolchik et al.,

2004], the tables for the BLAT mappings of cDNAs (from RefSeq) and expression

sequence tags (ESTs) were obtained for this gene region. Making allowance only for

GT AG, GC AG or AT AC splice site consensus and excluding isoforms with exten-

sive intron retentions, the non redundant set of longest isoforms and corresponding

accessions was determined. The splicing patterns obtained were crosschecked with

two alternative splicing databases: the ASAP 3; and the Hollywood RNA Alternative

Splicing Database 4.

Our analysis revealed that with the single exception the U2AF1L1 gene, which

is devoid of introns, all genes coding for U2AF and U2AF-related proteins can be

alternatively spliced (Table 3.3). Many alternatively spliced mRNA isoforms are

predicted to contain premature stop codons and are therefore expected to be targeted

1http://genome.ucsc.edu/
2http://www.ncbi.nlm.nih.gov/projects/RefSeq/
3http://bioinfo.mbi.ucla.edu/ASAP/
4http://hollywood.mit.edu
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for degradation by non-sense mediated decay, as already demonstrated for U2AF35c

(corresponding to RefSeq mRNA NM 001025204 in Table 3.3). Additionally, we

found evidence for several transcripts that could generate functional protein isoforms

containing the conserved RRM motifs characteristic of each protein family (Table 3.3).

However, further studies are needed to experimentally validate the existence and

specific roles of these putative new human proteins.

Table 3.3: Alternative splicing of U2AF and U2AF-related transcripts

An alternatively spliced mRNA isoform was considered confirmed if its corresponding protein

sequence is annotated in RefSeq or SwissProt databases. A splicing pattern observed in an mRNA

or EST was predicted to produce a premature termination codon if it contained an inframe stop

signal within an internal exon. For the predicted patterns of splicing there is redundancy in the

number of accessions shown due to the fragmented nature of ESTs and some mRNAs.

3.5 Perspectives: evolution of U2AF functions

Following the discovery that U2AF65 is required to reconstitute mammalian splicing

in vitro [Ruskin et al., 1988; Zamore and Green, 1989], the protein was shown to
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be highly conserved and its homologues are essential in Schizosaccharomyces pombe

[Potashkin et al., 1993], Drosophila melanogaster [Kanaar et al., 1993] and Caenorhab-

ditis elegans [Zorio and Blumenthal, 1999a]. While it remains an open question

whether U2AF65 performs other functions in the cell in addition to its fundamen-

tal role in pre-mRNA splicing, the U2AF65-related proteins are clearly implicated in

both splicing and transcription. In particular, CAPER (also known as CC1.3) was

independently identified as a protein that interacts with the estrogen receptor and

stimulates its transcriptional activity [Jung et al., 2002], and purified as a spliceo-

some component capable of affecting the splicing reaction [Rappsilber et al., 2002;

Hartmuth et al., 2002; Auboeuf et al., 2004]. More recently an additional related pro-

tein was identified, CAPERβ, and both CAPER (renamed CAPERα) and CAPERβ

were shown to regulate transcription and alternative splicing in a steroid hormone-

dependent manner [Dowhan et al., 2005]. Importantly, both CAPERα and CAPERβ

are expressed at higher levels in the placenta and liver, two tissues with active steroid

hormone signalling. According to one possible model, the CAPER proteins interact

first with transcription factors to stimulate transcription in response to steroid hor-

mones; by interacting with promoter bound transcription factors the CAPER proteins

can be incorporated into the pre-initiation complex and thereby have direct access

to the nascent RNA transcript; the CAPER proteins may then interact with splicing

factors required for early recognition of the 3’ splice site and thereby influence the

commitment for splicing [Dowhan et al., 2005].

PUF60 was originally identified as a pyrimidine-tract binding protein that is re-

quired, together with U2AF, for efficient reconstitution of RNA splicing in vitro [Page-

McCaw et al., 1999]. In the meantime, the human protein was identified as a mod-

ulator of TFIIH activity and named FIR [Liu et al., 2000b]. An interaction between

PUF60/FIR (FUSE-binding protein-interacting repressor) and the TFIIH/p89/XPB

helicase was found to repress c-myc transcription, and enforced expression of FIR

induced apoptosis. Interestingly, a splicing variant of FIR was detected in human pri-

mary colorectal cancers and recent data suggests that this variant may promote tumor

development by disabling FIR repression of c-myc and opposing apoptosis [Matsushita

et al., 2006]. Unlike the CAPER proteins, PUF60/FIR (similarly to U2AF65) is ex-
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pressed in most tissues [Dowhan et al., 2005], as predicted for a constitutive splicing

factor. Yet, the Drosophila ortholog of human PUF60, Half Pint, was found to func-

tion in both constitutive and alternative splicing in vivo [Van Buskirk and Schupbach,

2002], raising the question of whether human PUF60 regulates alternative splicing.

It is also unknown whether the dual function of PUF60 on transcription and splicing

is coupled as in the case of the CAPER proteins or whether PUF60 affects indepen-

dently the transcription and splicing of distinct genes. Although answers to these

and other questions are likely to provide new clues to understanding the functional

diversity of U2AF65-related proteins, we may speculate that these proteins evolved in

response to the needs of coordinating the multiple steps of gene expression in complex

organisms. As mRNA biogenesis became progressively more targeted for regulation,

new sequence characteristics developed to allow the same molecule to engage in se-

quential transcriptional and splicing events, acting as coupling proteins in regulated

gene expression.

Contrasting to U2AF65-related proteins, there is no evidence implicating the

U2AF35-like proteins in any process other than splicing. Unlike U2AF65, which is

essential for splicing, U2AF35 is dispensable for in vitro splicing of some model pre-

mRNAs containing strong Py tracts (i.e., a stretch of pyrimidines beginning at posi-

tion -5 relative to the 3’ splice site and extending 10 or more nucleotides upstream

into the intron [Burge et al., 1999]). The presence of U2AF35 and its interaction

with U2AF65 was however found essential for in vitro splicing of a pre-mRNA sub-

strate with a Py tract that deviates from the consensus [Guth et al., 1999]. Introns

with nonconsensual or weak Py tracts were previously called ’AG-dependent’ [Reed,

1989]. Biochemical complementation experiments performed with extracts depleted

of endogenous U2AF demonstrated that splicing of AG-dependent introns was res-

cued only when both U2AF subunits were added and not with U2AF65 alone [Zuo

and Maniatis, 1996; Guth et al., 1999; Wu et al., 1999].

The importance of the small subunit of U2AF in vivo was first shown by the find-

ing that the fruit fly Drosophila melanogaster ortholog of human U2AF35 (dU2AF38)

is essential for viability [Rudner et al., 1996]. Orthologs of U2AF35 are also essential

for the viability of the fission yeast Schizosaccharomyces pombe [Wentz-Hunter and
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Potashkin, 1996] and the nematode Caenorhabditis elegans [Zorio and Blumenthal,

1999b] and for the early development of zebrafish [Golling et al., 2002]. Additional

studies in both Drosophila and human cells further provided hints of a role for U2AF35

in splicing regulation. First, loss-of-function mutations in dU2AF38 affected splicing

of the pre-mRNA encoding the female-specific RNA binding protein Sex-lethal [Na-

gengast et al., 2003]. Second, depletion of dU2AF38 by RNA interference (RNAi)

affected alternative splicing of the Dscam gene transcript [Park et al., 2004]. Third,

RNAi-mediated depletion of both U2AF35a and U2AF35b isoforms in HeLa cells al-

tered alternative splicing of Cdc25 transcripts [Pacheco et al., 2006].

Sequence comparisons of U2AF35 splicing isoforms and U2AF35-related proteins

revealed a striking conservation of the principal signature features of UHMs (Fig-

ure 3.3). Moreover, there is biochemical evidence indicating that both U2AF35a and

U2AF35b splicing isoforms, U2AF26 and U2AF35R2/Urp can interact with U2AF65

[Tronchere et al., 1997; Shepard et al., 2002; Pacheco et al., 2004]. U2AF35R2/Urp

was further shown to be functionally distinct from U2AF35 because U2AF35 cannot

complement Urp-depleted extracts [Tronchere et al., 1997]. It was therefore pro-

posed that the U2AF65 subunit may form diverse heterodimers with the different

U2AF35-like proteins, each of them with distinct functional activities. In this regard

it is noteworthy that splicing isoform U2AF35a is 9- to 18-fold more abundant than

U2AF35b, with distinct tissue-specific patterns of expression [Pacheco et al., 2004],

and in the mouse, the U2AF1L1 gene is expressed predominantly in the brain spe-

cially in the pyramidal neurons in the hyppocampus and dental gyrus [Hatada et al.,

1993; Hatada et al., 1995]. Identifying the functional uniqueness of each U2AF35

protein isoform is clearly an important challenge for future research.

3.6 Concluding remarks

New biological functions are generally acquired through evolutionary redundancy pro-

vided by distinct mechanisms. Both the emergence of additional genomic copies by

gene duplication and retrotransposition, and an increase in transcript diversity by

alternative splicing have contributed to generate new U2AF-related proteins. The
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similarity and differences between the U2AF-related proteins imply that they have

evolved distinct functions in relation to control of gene expression in complex or-

ganisms. Clues to the biological processes in which these proteins participate may

be obtained by determining their tissue expression patterns, elucidating their RNA

binding specificities and identifying the genes that they control. Ultimately, under-

standing the function of the diverse U2AF proteins will require deciphering their roles

in shaping human development and physiology.
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Chapter 4

Recognition of splicing cis

elements and applications

4.1 Identification of splicing regulatory motifs

As described in 1.1.5, many sequence elements, usually comprising binding sites for

splicing factors, act as cis regulators of alternative splicing. Over the last decade,

there has been a strong effort and some progress in identifying those motifs as an im-

portant contribution for the understanding of the mechanisms of alternative splicing.

4.1.1 Experimental and computational approaches

In vitro SELEX (systematic evolution of ligands by exponential enrichment) experi-

ments have been important in revealing the main features of binding sites for several

splicing factors [Matlin et al., 2005]. Binding SELEX is an iteractive method for the

identification of optimal binding sites for RNA-binding proteins, like SR proteins and

hnRNPs. From an initial pool of a random and degenerate cDNAs, sequences undergo

several rounds of transcription, protein binding and amplification by RT-PCR until

the emergence of a consensus sequence. Although variable, optimal binding sites for

SR proteins have been found to generally correspond to canonical purine-rich ESEs.

Optimal binding sites for hnRNPs known to be repressors resemble known splicing

silencers.
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Both in vitro and in vivo functional SELEX has also revealed different ESEs,

including a class of AC-rich elements [Coulter et al., 1997]. Functional SELEX uses

a minigene containing a sequence element known to regulate (usually enhance) the

splicing of its pre-mRNA. This element is replaced by random sequences and the

resulting pool of minigenes is transcribed in vitro or transfected into cultured cells,

generating a pool of pre-mRNAs. After splicing, the resulting mRNAs are purified

and amplified by RT-PCR. The pool of spliced mRNAs, enhancer-enriched, is used to

reconstruct new minigenes and the cycle is iteractively repeated, producing sequence

“winners” that are supposed to have outstanding splicing enhancing action [Cartegni

et al., 2002]. A refinement of this approach, named fluorescence-activated screen for

exonic splicing silencers [Wang et al., 2004b], recently allowed the identification of

many ESSs, some of them resembling binding sites for hnRNPs. The technique could

also be applied to intronic elements [Matlin et al., 2005].

Other techniques have been used to define binding sites. For example, immuno-

precipitation of RNA binding proteins from polysomes, followed by RT-PCR and

library screening, was shown to successfully identify the in vivo mRNA ligands of

RNA binding proteins [Brooks and Rigby, 2000].

Data from SELEX experiments can get statistical treatment and nucleotide scoring

matrices have been widely used for ESE prediction. Positive correlation between

predicted ESE motifs in natural genes and SR protein specificity of the corresponding

pre-mRNAs have been shown [Liu et al., 2000a]. Moreover this approach allowed the

successful prediction of mutations that, by disrupting ESEs, can alter splicing and

cause disease [Cartegni and Krainer, 2002; Cartegni et al., 2002].

In 2003, the Krainer lab finally released ESEfinder 1, a web-based resource that

searches sequences for putative ESEs responsive to the human SR proteins SF2/ASF,

SC35, SRp40 and SRp55 [Cartegni et al., 2003]. Its search algorithms are based

on the statistical features of motifs obtained from functional SELEX experiments

(Figure 4.1). This tool was also designed to predict whether exonic mutations disrupt

such regulatory elements.

However, until 2002 there was no published computational tool designed to in-

1http://rulai.cshl.edu/tools/ESE/
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tegrate all the available experimental information and search query sequences for

binding motifs. That gap led me to develop a program to predict putative binding

sites for SR proteins and hnRNPs, named Splicing Rainbow (described in 4.1.2) due

to the color code associated to its output.

Purely computational approaches for motif identification eventually started to

emerge. The RESCUE-ESE (relative enhancer and silencer classification by unanimous

enrichment) method [Fairbrother et al., 2002] identified 10 predicted human ESE mo-

tifs by clustering hexamers that were enriched in exons versus introns and in weak

splice site exons versus strong splice site exons. Representatives of the motifs dis-

played enhancer activity in vivo, whereas point mutants of these sequences showed

reduced activity. This approach allowed successful prediction of the splicing pheno-

types of exonic mutations in human genes. The same method was later applied to

a broader range of vertebrates and identified vertebrate-specific ESEs and ISEs [Yeo

et al., 2004]. There is also an online ESE analysis tool that annotates RESCUE-ESE

hexamers in vertebrate exons and can be used to predict splicing phenotypes by iden-

tifying sequence changes that disrupt or alter predicted ESEs 2 [Fairbrother et al.,

2004].

A different method, that avoids protein-coding biases, was used to compare the

frequency of octamers in internal noncoding exons versus unspliced pseudo exons and

5’ UTRs of transcripts of intronless genes [Zhang and Chasin, 2004]. Representa-

2Available on http://genes.mit.edu/burgelab/rescue-ese/ .

Figure 4.1: Pictograms of functional-SELEX consensus ESE motifs for SR proteins

The height of each letter reflects the frequency of each nucleotide at a given position, after

adjusting for background nucleotide composition (blue letters indicate above-background

frequencies). (Adapted from [Cartegni et al., 2002].)
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tives of each class of motifs found functioned as enhancers or silencers when inserted

into a test exon and assayed in transfected mammalian cells. There was significant

resemblance between these and the RESCUE-ESE motifs [Fairbrother et al., 2002].

Some other computational analyses specifically focused on alternative exons, namely

those associated with tissue specific isoforms. These approaches are still limited by

the uncompleteness of alternative splicing events databases but extensive datasets

should soon be provided by alternative splicing microarrays [Matlin et al., 2005].

4.1.2 The Splicing Rainbow

I created the Splicing Rainbow in 2002 in the Valcárcel lab at EMBL (European Mo-

lecular Biology Laboratory), Heidelberg. It was designed to predict putative binding

sites for splicing factors, namely SR proteins and hnRNPs, and to display them in a

’biologist-friendly’ way.

The compilation of a exhaustive list of binding sites for splicing factors involved an

extensive bibliographic search. More than 50 sequence motifs, for 24 splicing factors,

were annotated from a similar number of articles.

Results from SELEX experiments can be statistically addressed through scoring

matrices. For each N -mer analysis, the SELEX data is used to calculate a frequency

matrix fi(a), where i is the position of nucleotide a. The scoring matrix is defined by

the following formula [Liu et al., 1998]:

si(a) = log2
fi(a) + εp(a)

p(a)(1 + ε)
(4.1)

where p(a) is the background frequency (when not furnished we take p(a)=0.25

for the 4 nucleotides) and ε=0.5 is the Bayesian prior parameter [Lawrence et al.,

1993]. For each N -mer starting in nucleotide j we take:

SNj =
j+N∑

i=j

si(a) (4.2)

A threshold score ST is defined and the N -mer is considered a putative binding

site if SNj>ST . For most motifs, there was no experimental validation of threshold

and the definition of ST followed ’common sense’ criteria. In general, ST was chosen
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as the highest score that would allow the prediction of a binding site in each of the

SELEX sequences. This criterium leads to relatively low thresholds. Despite the

theoretical abundance of false positives, they were kept to avoid the lost of potential

binding sites.

Sometimes the published motif is well defined and non-degenerate and the pro-

gram just looks for exact matches or, for some cases, the regular expressions are

configured to allow a small number of mismatches. Other motifs have definitions that

are as ambiguous as ’poly-G’ and ad-hoc thresholds were chosen, requiring a minimum

number of the relevant nucleotide per N -mer.

For all the motifs, criteria and references, see tables A.8, A.9 and A.10.

The Splicing Rainbow is a Perl script, as Perl is an interpreted programming lan-

guage with a special vocation for text parsing and regular expressions. The input for

the program was made as simple as possible. The user is required to provide the query

sequence in a FASTA-format file and optional information about the gene structure

(based on transcript data) in an EMBL-format file (Figure 4.2).

A color code was defined for the program’s output. ’Cold’ colors identify putative

binding sites for hnRNPs and ’hot’ colors represent motifs for SR proteins. The

program generates an HTML file (Figure 4.3) where the putative binding sites can be

visualized for each factor in separate lines to avoid ’saturation’. The file also includes

a header with links for information about criteria and references.

Additionally the Splicing Rainbow generates an EMBL-format file that can be

opened with Artemis [Berriman and Rutherford, 2003; Rutherford et al., 2000] (Fig-

ure 4.4), an interactive sequence viewer and annotation tool that allows visualization

of sequence features and the results of analyses within the context of the sequence.

A simple tab-delimited text file with the results is also generated (Figure 4.5).

A brief tutorial for the program was created and can be found in A.2.2.

4.1.3 ASD Workbench

The Alternative Splicing Database (ASD) Project [Thanaraj et al., 2004] has been

launched with the purpose of creating, maintaining and developing a value-added

database of alternative splice events and the resultant isoform splice patterns of genes
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A

B

Figure 4.2: Input files for Splicing Rainbow

A - FASTA-format file with query sequence; B - EMBL-format file with transcript and gene

structure information.

106



4.1. Identification of splicing regulatory motifs

Figure 4.3: HTML output of Splicing Rainbow
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A B

Figure 4.4: Artemis output of Splicing Rainbow

A - EMBL-format file with information on putative binding sites; B - Artemis display.

Figure 4.5: Tabular output of Splicing Rainbow
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(from human and other model species) and of experimentally verified regulatory mech-

anisms that mediate splice variants.

The ASD Project includes a Workbench with online tools relating to alterna-

tive splicing (http://www.ebi.ac.uk/asd-srv/wb.cgi). The Splicing Rainbow was

adapted to an online interactive framework and included in the ASD Workbench. It

can be found on http://www.ebi.ac.uk/asd-srv/wb.cgi?method=8.

The recent developments in the ASD Project and details on the Workbench have

been published [Stamm et al., 2006].

4.2 RNA binding proteins as coordinators of mRNA

metabolism

Work from the past few years has begun to reveal mRNA binding proteins as mul-

tifunctional entities that act on the mRNA biogenesis pathway from transcription

initiation through translation and decay. The polypyrimidine tract binding (PTB)

protein was originally identified as an alternative splicing factor but it is also known

to be involved in 3’ end processing and in the regulation of translation and cytoplas-

mic localization of some viral and cellular mRNAs. U2AF65 is an essential splicing

factor, involved in the recognition of introns during the early steps of spliceosome

assembly, and is also known to shuttle between the nucleus and the cytoplasm. It

has been hypothesized that this shuttling activity may occur in association with a

specific subset of mRNA molecules, whose metabolism may be regulated by U2AF65.

Association of mRNA binding proteins with mRNA through untranslated sequence

elements for regulation (USER codes) has been proposed to constitute a mechanism

that allows for the coordination of gene expression at the post-transcriptional level,

defining so called post-transcriptional operons [Keene and Tenenbaum, 2002]. This

coordination would be expected to be particularly useful in pathways that require

rapid activation or shutdown of the expression of specific sets of genes.

Through a genome wide approach coupling RNA immunoprecipitation and mi-

croarray analysis, we have identified a subset of mRNA molecules that interact with

the pre-mRNA splicing factors U2AF65 and PTB, also known to be nucleocytoplasmic
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mRNA binding proteins [Gama-Carvalho et al., 2006]. Classification of the mRNAs

associated with each protein into Gene Ontology [Ashburner et al., 2000] groups

suggests that each protein associates with functionally coherent mRNA populations,

supporting a coordinating role in gene expression 3.

To understand whether these RNA populations contain distinctive sequence ele-

ments we have performed sequence motif search for consensus U2AF and PTB bind-

ing sites in the whole transcript, coding sequence and UTRs and compared to a

non-associated mRNA population.

I wrote a Perl script to annotate the mRNA sequences and search them for binding

motifs. Each mRNA accession number from the Affimetrix array was used to search

UniGene 4 [Wheeler et al., 2003] (v. 176) for a corresponding gene identifier. For each

gene, the longest curated transcript available in EMBL 5 [Kanz et al., 2005], GenBank

[Wheeler et al., 2003] and RefSeq 6 [Pruitt et al., 2005] databases was retrieved using

Bioperl 7 [Stajich et al., 2002] (v.1.4) modules. For each of these transcripts, the

annotation of coding sequence and untranslated regions was also performed.

The sequence of these transcripts, corresponding to approximately 80% of the

entries from the lists derived from the microarray analysis, was then searched for

PTB and U2AF65 putative binding sites, using scoring matrices.

The sequence YYYYTCTTYYYY was searched for as a putative motif for PTB

[Perez et al., 1997; Singh et al., 1995], using the following scoring matrix (where i is

the position of nucleotide a):

3We find that U2AF65 associated mRNAs are enriched in transcription factors and genes related

to transcription regulation and cell cycle regulation. In contrast, a significant proportion of mR-

NAs enriched in PTB immunoprecipitation experiments encode proteins associated to intracellular

transport and cytoplasmic compartments, suggesting that these proteins may be coordinating the

metabolism of functionally related subsets of mRNA molecules.
4http://www.ncbi.nlm.nih.gov/UniGene
5http://www.ebi.ac.uk/embl
6http://www.ncbi.nlm.nih.gov/RefSeq
7http://www.bioperl.org
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si(a)

a i

1 2 3 4 5 6 7 8 9 10 11 12

T 0.5 0.5 0.5 0.5 1 0 1 1 0.5 0.5 0.5 0.5

C 0.5 0.5 0.5 0.5 0 1 0 0 0.5 0.5 0.5 0.5

Any 12-mer for which

S12 =
12∑

i=1

si(a) > 5.5 (4.3)

was considered a putative binding site for PTB.

For U2AF heterodimer a frequency matrix was derived, based on sequences from a

SELEX experiment described in [Wu et al., 1999] (where i is the position of nucleotide

a):

f ’i(a)

a i

1 2 3 4 5 6 7 8 9 10 11 12 13 14

A 2 6 1 5 1 1 1 1 4 0 31 0 0 0

C 8 2 5 10 13 16 18 9 9 6 0 0 3 3

G 2 4 1 3 1 2 2 1 9 0 0 31 27 2

T 19 19 24 13 16 12 10 20 9 25 0 0 1 26

The scoring matrix is defined by the following formula [Liu et al., 1998]:

si(a) = log2
fi(a) + εp(a)

p(a)(1 + ε)
(4.4)

fi(a) =
f ′i(a)

NS

(4.5)

where p(a) is the background frequency (take p(a)=0.25 for the 4 nucleotides),

ε = 0.5 is the Bayesian prior parameter [Lawrence et al., 1993] and NS the number

of sequences (in this case 31). For any N -mer we take:

SN =
N∑

i=1

si(a) (4.6)
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Taking the first 9 positions of the frequency matrix, any 9-mer for which S9 > 4.5

was considered a putative binding site for the U2AF 65 subunit.

The selected cutoff scores for a positive hit are the highest possible values that

produce a Gaussian distribution of the frequency of motifs found in the full length

mRNA. Positive hits for binding motifs were scored regarding their location on the

coding sequence or untranslated regions. To weight out variations in whole tran-

script, coding and non-coding region length, the density of putative binding sites per

transcript was calculated and used for comparison between the different populations.

Interestingly, we find that the average 3’UTR size of the control (non-associated)

populations is 60% smaller than the average size of the U2AF65 or PTB associated

populations (Figure 4.6). This highly significant difference suggests that these mR-

NAs are targets for post-transcriptional regulation.

Comparison between the U2AF65 and PTB associated mRNAs and the respective

control non-associated mRNA population reveals a 1.4 and 1.5 fold increase in the

average density of putative binding sites per transcript for the associated proteins

(Figures 4.7A and B and 4.8). This difference is highly significant and reflects the

clearly distinct frequency distribution of motif densities in the analyzed mRNA pop-

ulations (Figure 4.9A and E). Analysis of the distribution of putative binding sites in

the coding and non-coding regions of the transcript reveals that the highest motif den-

sity is found on the 3’UTR (Figure 4.7C and D). However, both the coding sequence

and the 3’UTR show significantly a different average motif density between asso-

ciated and control populations. Considering that the maximum difference between

the two populations is found in the analysis of the whole transcript (Figure 4.7), we

conclude that both coding and non-coding regions contribute to it. We do not find

significant differences in the presence or average density of the searched motifs be-

tween associated and control populations for the 5’UTR. Indeed, a large fraction of

the transcripts in all populations does not have any putative binding motifs in the

5’UTR, independently of its size (Figure 4.9B and F).

We find that the U2AF and PTB-associated populations are more similar to each

other for both motifs searched than to the non-associated population (Figure 4.10).

However, this is predicted to occur due to the similar characteristics of the sequence
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Figure 4.6: Size analysis of coding sequence and untranslated regions of U2AF65 and

PTB-associated mRNA populations

Average size of 5’ and 3’ untranslated regions (5’ and 3’ UTR) and coding sequence (CDS) for

mRNAs in the U2AF65-associated or PTB-associated populations and their respective control

(not-associated) populations. For this analysis, information for the longest curated transcript

available in EMBL [Kanz et al., 2005], GenBank [Wheeler et al., 2003] and RefSeq [Pruitt et al.,

2005] databases was retrieved for all entries in each population, when available. Statistically

significant differences between the associated and the respective control populations are indicated.

n = population size. n.s. = not significant.
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Figure 4.7: Analysis of putative U2AF65 and PTB binding motifs in selected mRNA

populations

The longest curated transcripts for mRNA accessions in the U2AF65-associated or PTB-associated

populations and their respective control (not-associated) populations were searched for putative

U2AF65 and PTB binding motifs. A - Average U2AF65 motif density in the U2AF65-associated

and U2AF65-control populations. B - Average PTB motif density the PTB-associated and

PTB-control populations. C - Average U2AF65 motif density by transcript region in the

U2AF65-associated and U2AF65-control populations. D - Average PTB motif density by

transcript region in the PTB-associated and PTB-control populations. The ratio between values

for each associated/control pair is shown. * p¿0.001. n.s. = not significant.
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4.2. RNA binding proteins as coordinators of mRNA metabolism

Figure 4.8: Motif density distributions in mRNA populations

Boxplots representing the U2AF65 motif density distribution in U2AF associated (Ass.) and

control (Cont.) mRNA populations (A) and the PTB motif density distribution in PTB associated

and control mRNA populations (B). Distributions for whole transcript populations are depicted in

red, for 5’UTR populations in blue, for coding sequence (CDS) populations in green and for 3’UTR

populations in purple.
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Figure 4.9: Motif frequency distributions in mRNA populations

Histograms representing the U2AF65 motif density frequency distribution in U2AF associated (in

red) and control (in green) mRNA populations (A - whole transcript; B - 5’UTR; C - coding

sequence; D - 3’UTR) and the PTB motif density frequency distribution in PTB associated (in

dark red) and control (in dark green) mRNA populations (E - whole transcript; F - 5’UTR; G -

coding sequence; H - 3’UTR)
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motifs bound by these proteins. Indeed, we find that an average of 75% of the

identified U2AF motifs overlap with PTB motifs whereas only 40% of the PTB motifs

are selected as putative U2AF binding sites (data not shown).

Comparison of the U2AF65 and PTB-associated mRNA populations revealed that

a large proportion of the transcripts are common to both datasets. These transcripts

may either correspond to non-specific immunoprecipitation noise or alternatively may

be true targets for both proteins. The second possibility is supported by the results

obtained in the qRT-PCR quantification of independent immunoprecipitation assays

for the GAS2L transcript, which was found to be enriched in the microarray data

from both PTB and U2AF65 immunoprecipitations. Separate analysis of this dataset

revealed an enrichment in putative binding sites comparable to or higher than the

one observed for the whole population or for the non-overlapping transcript popu-

lation, supporting the view that they are targets for interaction with both proteins

(Figure 4.10).

Figure 4.10: Average motif densities in mRNA populations

The search for U2AF and PTB putative binding motifs in the large transcript

datasets defined by the genomewide immunoprecipitation studies reveals that the

isolated mRNA populations have distinctive sequence characteristics, supporting their

predicted association to these proteins. Hence the results support the model of a
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differential interaction between functionally related mRNA populations and specific

regulatory RNA binding proteins through the presence of USER codes.

In summary, the genomewide analysis of U2AF65 and PTB associated mRNAs

performed in this work provides strong evidence for new cellular functions for these

proteins and more generally, contributes to our understanding of RNA-protein inter-

action networks that regulate mRNP metabolism and control gene expression at the

post-transcriptional level [Gama-Carvalho et al., 2006].

4.3 Alternative splicing regulation and apoptosis

4.3.1 TIA-1, Fas and the regulation of apoptosis

TIA-1 is an RNA-binding protein known to be involved in cell apoptosis [Tian et al.,

1991] and implicated in RNA metabolism events occurring both in the nucleus and

the cytoplasm [Anderson and Kedersha, 2002]. It comprises three highly similar RNA

recognition motifs and a C-terminal glutamine-rich domain [Dember et al., 1996].

TIA-1 acts as a splicing regulator by binding to uridine-rich sequences downstream of

weak 5’ splice sites and contributing for the recruitment of the U1 snRNP (through

protein-protein interactions involving its glutamine-rich domain of TIA-1 and the

U1-C protein) [Forch et al., 2002].

Alternative splicing of the human Fas gene is regulated by TIA-1 [Forch et al.,

2000]. The Fas receptor encodes not only a transmembrane protein that mediates

apoptosis, upon ligation of the Fas ligand (FasL) [Krammer, 2000], but also soluble

forms of the receptor, lacking exon 6 and the encoded transmembrane domain, that

can act as inhibitors of Fas signaling [Cheng et al., 1994].

The human Fas gene exhibits particular sequence features that may help to explain

the regulation of splicing of its exon 6 by TIA-1: a “weak” 5’ splice site followed by

two poly-uridine tracts in intron 5 and another poly-U tract (putative binding site for

TIA-1) in exon 6 (Figure 4.11). The Fas-activated serine/threonine kinase (FAST)

is known to interact with TIA-1, phosphorylating it during Fas-mediated apoptosis

[Tian et al., 1995]. This information led to a model for regulation of Fas splicing by

TIA-1, illustrated and described in Figure 4.12.
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Figure 4.11: Special features of Fas intron 5 and exon 6 sequences

Figure 4.12: Model for regulation of Fas splicing in Jurkat cells

Binding of FasL (that acts as an apoptotic signal) to Fas receptor (transmembrane protein) (1)

induces the phosphorylation of FAST and TIA-1 (2), allowing TIA-1 to get into the nucleus (3)

and promote the splicing of Fas exon 6 (4). Through this positive feedback loop process there is a

proliferation of Fas receptors in the cell membrane (5), which triggers a subsequent signalling

cascade that leads to apoptosis (6).
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I have questioned if TIA-1 could, in a similar way, regulate the expression of

other genes involved in apoptotic pathways. To address the issue, I have developed a

computational pipeline, based on Perl scripts, to select introns, from apoptosis-related

genes, whose splicing was susceptible of being regulated by TIA-1 (as described and

illustrated in Figure 4.13).

Figure 4.13: Schematics of the Perl-based computational pipeline flow

Sequences for all 251128 human introns annotated in RefSeq [Pruitt et al., 2005] were extracted

and searched (using scoring matrices and regular expressions) for features indicating putative

regulation by TIA-1: weak 5’ splice site followed by two poly-uridine tracts. 1590 matched the

criteria, 975 of which were annotated in UniGene [Wheeler et al., 2003] and could be checked for

involvement in alternative splicing, by aligning genomic and EST sequences. 193 introns were

selected and the biological role of the respective 184 genes was assessed. 6 of those genes were

described as being involved in apoptosis.

The analysis provided 6 candidate genes: BCL2L11 (Bcl-2-like protein 11 / Bcl2

interacting mediator of cell death), CASP10 (Caspase-10 precursor / ICE-like apop-

totic protease 4 / Apoptotic protease Mch-4 / FAS-associated death domain protein

interleukin-1B-converting enzyme 2), CUBN (cubilin - intrinsic factor-cobalamin re-

ceptor), LOC51283 (BFAR - bifunctional apoptosis regulator), TNFSF10 (Tumor

necrosis factor ligand superfamily member 10 / TNF-related apoptosis-inducing lig-

and / TRAIL protein / Apo-2 ligand/ Apo-2L) and, of course, TNFRSF6 (FAS -

TNF receptor superfamily, member 6).

In vitro experiments on the candidate genes revealed no evidence for splicing

regulation by TIA-1. Literature on the genes corroborates the experimental results.
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Further experiments validated a new model for the gulation of Fas alternative

splicing, in which TIA-1 and PTB have antagonistic effects on the definition of exon

6 [Izquierdo et al., 2005] (illutrated in Figure 4.14).

Figure 4.14: Model for regulation of Fas splicing by TIA-1 and PTB

A - TIA-1 assists U1 snRNP in the recognition of the 5’ splice site of exon 6 and downstream

sequences, stabilizing the binding of U2AF to the upstream 3’ splice site (arrow) and leading to

exon definition. B - PTB binds to the poly-U tract in exon 6 to inhibit exon definition and U2AF

binding to the upstream 3’ splice site. C (variant of B) - PTB represses U1 snRNP’s competence

to establish exon definition interactions. (Adapted from [Izquierdo et al., 2005].)

4.3.2 AGAG introns and ALPS

Defects in genes regulating apoptosis are known to cause the autoimmune lympho-

proliferative syndrome (ALPS). Its main clinical features are recurrent or more often

chronic, benign, sometime massive lymphoadenopathy; splenomegaly of early onset;

autoimmune phenomena such as thrombocytopenia or hemolytic anemia; less fre-

quently, malignant lymphoma; frequent presence of CD4/CD8 double-negative, α/β

receptor–positive T cells [Roesler et al., 2005].

The most common form of ALPS is associated with mutations in the Fas gene

that lead to a defective FasL-induced apoptosis. One ALPS patient has been shown

to harbor a mutation causing the skipping of Fas exon 6 (where the transmembrane

domain is encoded), leading to an excessive production of the soluble form (sFas),

which antagonizes FasL and inhibits the previously mentioned Fas-mediated apoptosis

signaling cascade (Figure 4.15) [Roesler et al., 2005].

The C→G point mutation at position -3 of intron 5 leads to an alteration of the

splicing cis regulatory region (cctacag/G→cctagag/G), generating a putative prema-

ture cryptic or ambiguous splice site (cctacag/G→cctag/AGG). No model for the
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effect of the -3G mutation on spliceosome assembly has been tested. Nevertheless,

as the mutation falls on the 3’ splice site, it is likely to affect the binding of the U2

Auxiliary Factor or, at least, its capacity of recruiting the U2 snRNP. The introduc-

tion of a premature 3’ss would shorten its distance to the core of the poly-pyrimidine

tract, in a way that could interfere with the binding of U2AF65.

To address these questions, I have developed a computational pipeline, based

on Perl scripts, in which sequences for all 251128 human introns annotated in Ref-

Seq [Pruitt et al., 2005] were extracted and searched (using regular expressions) for

“ag/AG”, “agag/...” and normal “ag/...” 3’ splice sites. For each intron, the uridine

and pyrimidine contents of the 20 nucleotides upstream of the 3’ss were analyzed.

Results are illustrated in Figure 4.16.

My analysis show that less than 2% of the 13995 human RefSeq “AGAG” introns

have “agag/...” 3’ splice sites. Confining the analysis to introns associated with

curated genes, only 16 out of 4592 (0.35%) “AGAG” introns have are “agag/...”.

These results strongly suggest that the spliceosomal machinery performs the cleavage

Figure 4.15: Model for abnormal sFas induced lymphoproliferation in ALPS patient

Splicing of Fas exon 6 (encoding the transmembrane domain) is inhibited and there is no synthesis

of Fas receptors to bind FasL and trigger the apoptotic signaling cascade. Instead, there is the

production of the soluble form of Fas (sFas), which antagonizes FasL.
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Figure 4.16: Distribution of pyrimidines near the 3’ss of “AGAG” introns

(See text for details).
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after the first “AG”. This is not surprising, as a “YAG” 3’ splice site is expected.

The distribution of adjacent uridines/pyrimidines for “ag/AG” 3’ss does not differ

from the distribution associated with general “ag/...” 3’ss (average of 9-10 uridines

and 15-16 pyrimidines amongst the adjacent 20 nucleotides). For the 16 curated

“agag/...” introns the distribution is not conclusive. Taking all 237 “agag/...” introns

in RefSeq, the analysis results show a more irregular distribution of pyrimidines and

suggest weaker poly-Y tracts. I believe many of those introns are spurious (resulting

from erroneous annotation) or maybe alternative, as they would exhibit weak 3’ss,

not constitutively recognizable.

4.4 No evidence for a “hybrid” spliceosome

U12-type (so-called “minor”) introns are known to coexist with U2-type introns in the

same gene, showing no positional bias. Moreover, the protein composition and the

pathways of assembly and catalysis of the major-class and minor-class spliceosomes

are very similar, despite some mechanistic differences (namely U11 and U12 snRNPs

entering the spliceosome as a two-snRNP complex) [Tarn and Steitz, 1997; Patel

and Steitz, 2003]. These features legitimate the question whether there are “hybrid”

spliceosomes, comprising simultaneously either U1 and U12 or U2 and U11 snRNPs.

The possibility existence of such machineries has been raised by the finding that, for

the human MAPK8 8 gene, the 3’ss of exon 6 is U11-type and the 5’s of exon 7 is

U2-type, suggesting a “hybrid” intron 6 (Figure 4.17).

To tackle this question, I have developed a computational pipeline, based on Perl

scripts, in which sequences for all human introns annotated in RefSeq [Pruitt et al.,

2005] were extracted and searched for U1-type and U11-type splice signals at the

5’ end and U2-type and U12-type splice signals at the 3’ end. I found no “hybrid”

intron and I have also found that, for MAPK8, exons 6 and 7 are mutually exclusive.

There appears to be no intron 6-7. Alternative introns 5-6 and 5-7 are processed

by the constitutive machinery and introns 6-8 and 7-8 are spliced out by the minor

8Mitogen-activated protein kinase 8 (Stress-activated protein kinase JNK1) (c-Jun N-terminal

kinase 1) (JNK-46)
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spliceosome (Figure 4.17).

4.5 Intron clustering

U12-type introns, known to be spliced out by a specific spliceosome, were first recog-

nized on the basis of unusual and conserved splicing signals [Burge et al., 1998].

Would it be possible to discriminate other classes of introns, with particular biologi-

cal characteristics, based on their sequence features?

The scoring matrices used in sequence motif definition show consensus and overall

positional abundance of each nucleotide but do not reveal specific associations between

nucleotides. I have developed a simple statistical method, inspired in the concept

of conditional probability. R is the ratio between the frequencies f of two specific

nucleotides (A and B) in certain positions (i and j ):

R(Ai ↔ Bj) =
f(Ai|Bj)

f(Ai)
=

f(Bj|Ai)

f(Bj)
(4.7)

If the appearance of nucleotide A in position i is strongly associated with B in j,

Figure 4.17: Intron-exon structure of human MAPK8 gene

Virtual intron 6-7 (as exons 6 and 7 are mutually exclusive) exhibits a U11-type 5’ splice site

(|RUAUCC) and a U2-type 3’ splice site (strong poly-uridine tract (poly-U) followed by YAG|).
Intron 7-8 exhibits minor-type features |RUAUCC 5’ss and UCUUAGCU branch site (very close to

the consensus UCCUUAACU). Intron 5-6 shows typical major-type splice signals. Intron 5-7 is

therefore major-type and intron 6-8 is minor-type. (Exons are represented by yellow boxes, introns

by red solid lines, splicing patterns by gray solid lines, major-type splice sites by dark blue M,

minor-type splice sites by blue m.)
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R(Ai ↔ Bj) À 1 is expected. If the two events are independent, then R(Ai ↔ Bj)

≈ 1.

This approach was applied to the study of nucleotides +3 to +6 at the 5’ end of all

human introns annotated in RefSeq [Pruitt et al., 2005]. For example, it was possible

to verify a strong dependence between the appearance of C in position +4 and C in

position +5: f(C+4) = 0.0928 , f(C+5) = 0.0738 , f(C+4 , C+5) = 0.0198 , f(C+4

| C+5) = 0.268 , f(C+5 | C+4) = 0.213 ⇒ f(C+4 ↔ C+5) = 2.88 . The biological

meaning of this association remains unclear.

This work is merely a proof of principle. The method can acquire further sophis-

tication and be applied to a much wider range of sequences.
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Chapter 5

Microarrays and Sequence

Annotation

One of the most important components of the information associated with a mi-

croarray experiment is the existence of detailed descriptions of all the genes involved.

However the probe annotation provided to the experimentalist is very variable across

platforms. Gene/probe identifiers (and data formats in general) are not uniform and

annotations are usually poor in sequence information. This can become a particu-

larly limiting factor in cross-laboratory experimental research and cross-platform data

comparison.

Complete sequence information can be obtained from annotation databases, such

as Ensembl 1 [Hubbard et al., 2002] and the UCSC Genome Browser Database 2

[Karolchik et al., 2003]. Scripting programming languages, namely Perl, can be used

to automate the extraction of data from those repositories. Thus some bioinformatics

skills and intimate knowledge of the data format are required to obtain detailed

sequence information.

Microarray experiments can therefore greatly benefit from some experience in au-

tomated sequence analysis and annotation. In my case, the bioinformatics expertise

acquired in the study of splicing regulatory sequences was an added value to sev-

1http://www.ensembl.org
2http://www.genome.ucsc.edu
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eral microarray projects developed in the Oncology Department of the University of

Cambridge, namely those involving genomic mapping of clone sequences, extraction

of transcriptomic annotation and cross-platform meta-analysis of data. The most

relevant of these collaborations are briefly described in this chapter.

5.1 RNA amplification and labelling

Reliability and reproducibility of expression microarray data crucial, as this tool is

known to have an increasing clinical potential. Ali Naderi (Department of Oncology,

University of Cambridge) leaded the development of a protocol that provides targets

generating highly reproducible microarray data [Naderi et al., 2004]. Such protocol

was obtained by evaluating the purification steps in indirect labelling of amplified

RNA and experimentally determining the best method for each step.

Size distribution of transcripts was one of the tested features. Analysing the rep-

resentation of transcripts across the size spectrum involved the determination of the

transcript size range for each of the genes represented in the expression microarrays

(6528 pairs of cDNA spots, CR-UK DMF Human 6.5k genome-wide array). The genes

were non-redundantly annotated with a Perl script that also determined the longest

and shortest annotated transcript associated with each gene, by combining the infor-

mation available in RefSeq 3 [Pruitt et al., 2005] and Ensembl [Hubbard et al., 2002]

(Human v.16.33.1) databases. This computational search was automated by using

BioPerl 4 [Stajich et al., 2002] and Ensembl Perl modules on a Linux platform.

5.2 Large-scale Meta-analysis of Breast Cancer Mi-

croarray Data

Meta-analyses of cancer microarray data sets have revealed metasignatures associ-

ated with neoplastic transformation and histological grade. Analogous robust prog-

nostic metasignatures have been more elusive, particularly in breast cancer. Andrew

3http://www.ncbi.nlm.nih.gov/RefSeq
4http://www.bioperl.org
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Teschendorff (Department of Oncology, University of Cambridge) developed and ap-

plied unbiased semi-supervised models, based on Cox-regression and clustering, to

homogeneous ER+ and ER- subgroups of patients within each of the three major

current breast cancer microarray data sets in an attempt to derive robust prognostic

metagene sets for outcome [Teschendorff et al., 2006b]. It is shown that prognostic

feature selection using a Cox-regression model outperforms a standard t-test method

based on dichotomising the outcome variable. Moreover, for the ER+ subgroup the

derived prognostic metagene sets are strongly associated with outcome and validate

the results using an independent external data set.

This identification of robust prognostic metagene sets for outcome in breast cancer

required careful collation and preparation of the external microarray data sets. The

microarray breast cancer data sets considered in this work were [van de Vijver et al.,

2002; Sotiriou et al., 2003; Sorlie et al., 2003; Wang et al., 2005; Naderi et al., 2006].

I created an automated computational pipeline (Perl scripts on a Linux platform) to

cross-link the annotation provided for each data set with UniGene 5 [Wheeler et al.,

2003] (v. 176). For some data sets, the linkage relied on Ensembl [Hubbard et al.,

2002] external database identifiers. Thus each probe was associated with an universal

gene name. This procedure generated a non-redundant set of gene identifiers for the

subsequent meta analysis.

The annotation of [van de Vijver et al., 2002; Wang et al., 2005; Sotiriou et al.,

2003] datasets was used in the external validation of supervised clustering and genetic

algorithm methods developed to identify prognostic gene-signatures for overall sur-

vival of patients with breast cancer [Naderi et al., 2006]. In this study, the transcript

size range for each of the annotated genes was determined through a procedure like

the one described in 5.1.

Likewise, the annotation of [Sotiriou et al., 2003; van ’t Veer et al., 2002] datasets

was used in the testing of a new variational Bayesian algorithm for cluster analysis of

gene expression data, developed by Andrew Teschendorff, as described in [Teschen-

dorff et al., 2005].

Finally, the annotation of [van de Vijver et al., 2002; Wang et al., 2005; Naderi

5http://www.ncbi.nlm.nih.gov/UniGene
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et al., 2006] datasets was used in the development and validation of a feature selection

method, based on a mixture model and a non-gaussianity measure of a genes expres-

sion profile, to find molecular classifiers in cancer. The procedure was given the name

PACK (Profile Analysis using Clustering and Kurtosis) and was also developed by

Andrew Teschendorff [Teschendorff et al., 2006a].

5.3 Molecular portraits of primary breast cancers

using array-CGH

Breast cancer is the most common malignancy in women and several studies suggest

the potential use of copy number profiling as an alternative to expression analysis

to subtype breast cancers. Suet-Feung Chin (Department of Oncology, University of

Cambridge) and colleagues used array-CGH to define molecular portraits of primary

breast cancers, evaluating the copy number changes in 148 well-characterized breast

cancers (the largest sample set studied to date using array-CGH) and examining the

associations between genomic alterations and clinical phenotype of the tumors [Chin

et al., 2006].

The results of this work were compared with array-CGH data sets published in

[Nessling et al., 2005; Loo et al., 2004]. I have written a Perl script to cross-link

the clone annotation for the arrays used in our study (Vysis Genosensor Array 300 6)

with the annotation associated with the external data sets. The program relied on the

clone annotation tables available at the UCSC Genome Browser Database [Karolchik

et al., 2003].

Another Perl script was written to re-annotate all the Vysis clones. For each

clone, the provided genomic coordinates were used to determine which curated genes

are covered by the clone. For the purpose, we have relied on the gene annotation

tables available at the UCSC Genome Browser Database [Karolchik et al., 2003].

UniGene [Wheeler et al., 2003] (v.176) annotation was used to ensure non-redundant

gene sets.

6http://www.vysis.com/PDF/GenoSensor300ClonesAndKey July2004.pdf
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5.4 Profiling of CpG Islands

Epigenetic changes are heritable changes that include potentially reversible covalent

modifications of histone proteins and methylation of DNA. The vast majority of

mammalian DNA methylation is located at the cytosine of CpG dinucleotides which

are particularly frequent within CpG islands. About 70% of mammalian genomic

CpG dinucleotides are methylated and commonly occur within repetitive elements. In

contrast, most unmethylated CpG islands span the promoter regions of house-keeping

genes and tumour suppressor genes and are critical in gene expression regulation and

cell differentiation. The number of cancer-related genes inactivated by epigenetic

modifications may equal or exceed the number inactivated by genetic mutations or

allele loss.

The identification of abnormal patterns of methylation requires a practical and re-

liable high-throughput method for identifying CpG methylation in independent sam-

ples. We have developed an improved array-based method called Microarray-based

Methylation Assessment of Single Samples (MMASS) for identifying genome-wide

CpG island methylation which directly compares methylated to unmethylated se-

quences within a single sample using digestion with methylation sensitive enzymes

[Ibrahim et al., 2006].

The development and validation of the MMASS method involved the use of bioin-

formatic tools to provide detailed annotation of all probes on a publicly available

CpG island array. Indeed we annotated a CpG island array with 13,056 features and

compared an improved choice of methylation enzyme and enrichment by subtraction

for methylated sequences against results from previously published protocols.

Perl scripts were used in the derivation and annotation of probe sequences. End

sequences for the CpG island probes were obtained from the Sanger Centre 7. They

were BLASTed [Altschul et al., 1990] against the NCBI v.35 human genome assembly.

Each probe sequence was then predicted from contiguous sequence tag alignments

containing two “TTAA” MseI recognition sites (as MseI digestion was used to cre-

ate the CpG island library) 8. Bioperl [Stajich et al., 2002] and Ensembl [Hubbard

7http://www.sanger.ac.uk/HGP/cgi.shtml
8The majority of the library was subsequently fully sequenced by the Uni-
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et al., 2002] (v.31) Perl modules were used in the genomic annotation of sequences.

Repetitive sequences were identified using RepeatMasker 9.

Perl scripts were also used in the estimation of the number of restriction sites,

per probe sequence, for McrBC, used to restrict the sample for representation of

unmethylated sequences in the hybridization process. Likewise, to optimize the com-

bination of enzymes for the representation of methylated sequences, the restriction

sites for all commercially available methylation-sensitive enzymes were identified for

unique probes together with the distance to the nearest neighboring genes and the

percentage and type of included repetitive sequences.

After BLAST comparison to the human genome, 5435 out of 13056 (41.6%) probes

had a percentage identity of >97% and <30% masked repeat elements and these were

annotated as single copy sequences. A further 1190 probes (9.1%) contained 100%

repeat sequences and the remainder were either not identifiable or had intermediate

percentage of repetitive sequences.

We also found that 4160 out of 5435 (76.5%) of the probes on the CpG array

would be informative when using the previously described combination of BstUI,

HpaII and HhaI [Yan et al., 2002] enzymes to digest target DNA. We predicted that

using a novel combination of four enzymes (AciI, HpaII, HinP1I and HpyCH4IV)

would utilize 4403 out of 5435 (81%) of the array probes and therefore improve utility.

In addition this optimized combination of enzymes was more convenient as all four

enzymes could digest efficiently in the same buffer. In contrast the standard method

digestion required BstUI, HpaII and HhaI in a two-step digestion protocol.

It is shown that MMASS offers improved sensitivity to profile methylated as well

as unmethylated CpG islands from a single sample [Ibrahim et al., 2006].

versity Health Network Microarray Centre, Toronto (sequences available at

http://derlab.med.utoronto.ca/CpGIslands/).
9http://www.repeatmasker.org
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Chapter 6

Conclusions

This work aimed to shed some light on the mechanisms associated with complexity in

eukaryotic gene expression, through computational approaches. I believe my research

has given important and original scientific contributions, namely to the understanding

the evolution of splicing and its relation to the complexity of organisms. Moreover

my findings raise relevant questions that could trigger new lines of research.

By studying the complete machinery of splicing across eukaryotes, I have revealed

differential gene family expansion. This striking phenomenon deserves further analy-

sis, as it appears to have strong implications in eukaryotic gene expression and devel-

opment. For instance, the remarkable apparent expansion (i.e. selective retention of

duplicates) of the hnRNP content in the vertebrate lineage, which is disproportionate

amongst splicing factors, may be explained by the diversity of functions of hnRNPs.

Some hnRNPs are known to be transcription factors and therefore play a key role in

gene expression regulation [Krecic and Swanson, 1999]. It is also possible that the

larger number of cell types is correlated with expansion (or selection) for these dupli-

cated proteins. Indeed, some hnRNPs are known to have tissue-specific (particularly

neuron-specific) functions [Ashiya and Grabowski, 1997; Chan and Black, 1997; Chou

et al., 1999; Wollerton et al., 2001; Zhang et al., 1999]. Previous reports already in-

dicate that analogous expansion and selective retention of duplicates in other gene

families is rare and appears to have a key role in development and speciation of ver-

tebrates, as described for HOX [Amores et al., 1998; Amores et al., 2004] and sodium
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channel [Lopreato et al., 2001] gene clusters.

Moreover, hundreds of non-coding sequences recently shown to be highly conserved

in vertebrates are not found in invertebrates. These conserved sequences are associ-

ated to transcription factor and developmental genes and believed to be part of gene

regulatory networks in vertebrates. Functional studies have demonstrated, for most

of them, tissue-specific regulatory action [Woolfe et al., 2005]. Interestingly subsets of

the conserved non-coding elements share sequence similarity and are associated with

genes from transcription factors from the same families. Based on this paralogous

relationship between similar elements and assuming that sequence similarity corre-

sponds to functional similarity, it is suggested that those duplicated elements might

act as cis-regulators directing tissue-specific expression and it is reasonable to expect

them to be shared between paralogous genes with related expression patterns. Com-

putational comparative studies show retention of regulatory elements between some

gene duplicates over evolution and a particularly strong association between the those

elements and duplicated transcription factors [Vavouri et al., 2006]. A model for the

evolution of conserved non-coding elements, in the context of other major genomic

events during the early vertebrate radiation, has been proposed recently (Figure 6.1).

Whole-genome duplications and the resulting expansion of the gene repertoire, to-

gether with the appearance of a new set of rapidly evolving cis-regulatory elements,

coincides with fundamental and persistent changes in morphological complexity in

vertebrate stem. Given the association between conserved non-coding elements and

developmental genes, it is very likely that these events are directly connected [McEwen

et al., 2006]. I believe hnRNPs may have been involved in this sequence modelling

process, as they are involved in gene expression regulation and their expansion seems

to coincide with the appearance of the described regulatory elements. The functional

features of these elements have not been fully determined yet and it would be inter-

esting to assess if some of them can be targets for hnRNPs or, at least, be involved

in the same expression pathways. It should be noticed that hnRNPs are splicing

factors known to bind to introns and the action of many intronic conserved sequence

elements is still to be evaluated. Moreover some splicing factors are known to self-

regulate their alternative splicing, with important biological consequences [Wollerton

134



et al., 2004]. Models to explain the evolution of alternative splicing must consider

the selective pressure of splicing regulatory factors not only on splice sites but also

on other cis-elements.

Figure 6.1: Model of the evolution of conserved non-coding elements (CNEs)

Extant vertebrates evolved from the chordate lineage undergoing a period of rapid morphological

change (in blue, based on [Aburomia et al., 2003]). During this period (between 650 and 450 Mya)

the early ancestral vertebrate underwent one or two whole-genome duplications, which may have

contributed to this increase in morphological complexity, by expanding the repertoire of genes.

hnRNP families must have been expanded with these events (green arrow). CNEs (red boxes

adjacent to gene loci, depicted as dark boxes) are likely to have appeared in vertebrate genomes

prior to those large-scale duplications, as most of the duplicated CNEs are associated with

paralogous genes involved in transcriptional regulation and/or development, deriving from these

ancient duplications (yellow arrows). The duplication of gene loci together with associated

cis-regulatory modules provides the plasticity for genes to undergo neofunctionalization and/or

subfunctionalization. This evolution is believed to have occurred rapidly following duplication over

a relatively short evolutionary period (∼50−150 Myr) during which duplicated CNEs evolved in

length and sequence. In the period since the teleosttetrapod divergence (∼450 Mya), they have

had a remarkably slow mutation rate and have remained practically unchanged. (Adapted from

[McEwen et al., 2006].)
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Some of the questions and hypothesis raised by my work could be addressed by

correlating functional specificity of individual splicing factors for their isoforms with

the recognition motifs in different species or tissues. In that context, microarrays have

been used, for example, to evaluate simultaneously the levels of expression of splicing

factors and the patterns of alternative splicing of genes involved in tumor progression

[Relogio et al., 2005]. Recently, a systems approach, using splicing oligonucleotide

microarrays to find broad relationships between regulation of alternative splicing and

sequence conservation, revealed unusual intronic sequence conservation near tissue-

regulated exons and identified new sequence motifs implicated in brain and muscle

splicing regulation [Sugnet et al., 2006].

Despite the relative success of the described assays in linking the actions of trans

and cis splicing regulators, a great effort in improving the definition of binding mo-

tifs for splicing factors is still required. Tools like the Splicing Rainbow (section 4.1)

[Stamm et al., 2006] have already been used to try to correlate the expression of

splicing factors with alternative splicing profiles [Relógio, 2002] but their accuracy is

limited, as they tend to generate many false positives and provide little information

about the environmental or tissue context. New approaches are needed and here we

suggest that specific spatial associations between nucleotides may provide some ex-

tra insight in resolving sequence motifs (section 4.5). Nevertheless, our work clearly

shows the potential of sequence motif search in shedding some light over gene expres-

sion regulatory mechanisms, as we were able to reveal the influence of untranslated

sequence regulatory elements on the differential interaction between functionally re-

lated mRNA populations and specific regulatory RNA binding proteins (section 4.2)

[Gama-Carvalho et al., 2006].

The evolution of the overall abundance of alternative isoforms and its relation with

the spliceosome’s evolution is still an open question. Currently, we can not assess if the

expansion of splicing regulators contributes to more alternative splices in vertebrates

and therefore to potential further complexity. The notion of increased alternative

splicing in vertebrates is still somewhat contentious. The relatively low number of

human genes [Lander et al., 2001; Venter et al., 2001], when compared with simpler

species, led, among many other hypothesis (greater gene modularity in human, post-
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translational modifications [Banks et al., 2000]), to the idea that alternative splicing

may be responsible for more transcripts per gene and therefore a much larger proteome

in human than in other species [Ewing and Green, 2000]. However, different large

scale EST studies lead to different results. A recent estimate indicates greater amount

of alternative splicing in mammals than in vertebrates [Kim et al., 2004] but those

results were immediately disputed by the authors of a previous analysis which suggests

that the total amount of alternative splicing is comparable among animals (mammals,

insects and worms) [Brett et al., 2002]. Furthermore, a recent study suggests levels

of alternative splicing in Drosophila similar to those in Human [Stolc et al., 2004]. I

am therefore led to believe that the influence of alternative splicing on complexity is

not purely quantitative and a few additional key isoforms can significantly broaden

the spectrum of protein activities in some physiologically important tissues. Specific

alternative splicing patterns in certain genes or subtle sophistication on the splicing

regulatory pathways, in which some hnRNPs are involved, may contribute to an

organism’s complexity. Developed brains and nervous systems are the distinguishing

physiological features of higher organisms and it has been suggested that alternative

splicing is indeed extensive in neurons and optimizes the activity of key neuronal

proteins [Lipscombe, 2005], consistently with reports of neuron-specific functions of

hnRNPs [Ashiya and Grabowski, 1997; Chan and Black, 1997; Chou et al., 1999;

Zhang et al., 1999].

My analysis of the spliceosomal evolution reveals additional lineage-specific fea-

tures, within vertebrates, that deserve further research. The functional consequences

of the teleost-specific duplication of some splicing factors have not been assessed, in

part due to the lack of curated transcriptomic data for those species. Were the du-

plicates retained by neofunctionalization or subfunctionalization? This question is of

particular interest, given, first, the conservation of most vertebrate-specific CNEs in

teleost duplicates [McEwen et al., 2006] and, second, the apparent resemblance be-

tween teleost gene duplication and mammalian alternative splicing (suggesting sub-

functionalization) we report for U2AF35 [Pacheco et al., 2004], also described for other

genes [Altschmied et al., 2002; Yu et al., 2003].

It is also outstanding that retrotransposition introduced an additional level of
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diversity to the mammalian splicing machinery, given that he majority of retrotrans-

posons are non-functional [Goncalves et al., 2000] and lineage specific, created after

human and rodents diverged [Zhang et al., 2004]. Moreover, intronless genes do not

undergo alternative splicing and do not benefit from the consequent variability in

their expression. It is also believed that intronless genes tend to be transcribed less

efficiently than their intron-containing homologs [Le Hir et al., 2003]. They are not

supposed to benefit from the same set of evolutionary selected regulatory elements,

as most of these are not retrotransposed with the trancript. It is therefore remark-

able that those monoexonic factors were positively selected and increase the diversity

of families that are already very diverse, comprising factors with subtle and specific

regulatory functions and whose expression is also subtly regulated (sometimes by al-

ternative splicing). They actually play relevant roles in key cellular activities: SRp46

is shown to be a trans-acting splicing factor, exhibiting the general features of SR pro-

teins [Soret et al., 1998]; hnRNP E1 is involved in cell spreading [de Hoog et al., 2004],

telomere functioning [Bandiera et al., 2003], translational regulation [Antony et al.,

2004; Krecic and Swanson, 1999; Leffers et al., 1995; Persson et al., 2003; Reimann

et al., 2002] and mRNA stability [Ostareck-Lederer et al., 1998; Morris et al., 2004];

hnRNP G-T appears to be important for germ cell development [Elliott et al., 2000];

smPTB, expressed in some types of smooth muscle in rodents, shares some of the

features of PTB and is able to act as a regulator in some alternative splicing events

[Gooding et al., 2003]; the imprinted U2AF1-RS1 is involved in tissue-specific tran-

scription regulation [Wang et al., 2004a]. The number of putative retrotransposons

is particularly high for some families of Sm proteins and for the hnRNP A family

(Tables A.5 and A.7). Previous studies actually show that, for human and mouse,

genes which have multiple copies of processed pseudogenes are mostly housekeeping

genes with high expression in germ and embryonic cells [Zhang et al., 2003; Zhang

et al., 2004]. In the same studies, ribosomal proteins, DNA and RNA binding pro-

teins, structural molecules and metabolic enzymes emerge as the most represented

groups of the classification of pseudogenes based on Gene Ontology [Ashburner et al.,

2000] functional categories of the functional genes. All intronless mammalian-specific

splicing factors (except hnRNP G-T), the hnRNP A family members and most of the
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Sm proteins with multiple homologous pseudogenes are “RNA binding”.

This discussion actually suggests that, by trying to tackle some important prob-

lems in the evolution of gene expression, my work has opened many fundamental

questions. Nevertheless, we are now closer to understanding the coordinated action

of splicing cis and trans elements and we can draw a draft overview of the evolution

of splicing, as illustrated in Figure 6.2. In summary, although self-splicing occurs in

bacteria [Ferat and Michel, 1993] and we found a couple of putative Sm proteins in

archaea, the emergence of spliceosomal splicing and the corresponding machinery ap-

pear to fall in the roots of eukaryotes. snRNP protein genes are conserved across the

eukaryotic lineage but multicellular organisms benefit from more genes implicated in

the regulation of splicing than unicellular ones. The evolution of splicing regulatory

factors releases the selective pressure from splice sites and indeed alternative splic-

ing appears to have arisen with multicellularity. Whole-genome duplications at the

vertebrate stem allowed for the expansion of hnRNPs, the emergence of more regula-

tory elements and extra specificity and subtlety in the mechanisms of gene expression

(and splicing, in particular) regulation, causing important changes in development

and morphological complexity of organisms. Further lineage-specific events of gene

duplication (whole-genome duplication in teleosts, retrotransposition in mammals,

polyploidization in plants) introduced additional diversity to the splicing machinery

and contributed to speciation.

Finally, this work shows that complete genome-wide studies on evolution, func-

tion and expression can be integrated in one consistent bioinformatics framework. The

same set of computational tools for sequence analysis and annotation were used in a

complete phylogenetic study, in motif searches and in the cross-annotation of microar-

ray data. Addressing fundamental questions at the level of gene expression involves

all those types of information so research in this field clearly demands pipelines capa-

ble of integrating and making sense of data provided by such diverse sources. Biology

became a multidisciplinary science and requires tight coordination and symbiosis be-

tween in silico and “wet lab” approaches.
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Figure 6.2: The evolution of splicing

The symbolic evolutionary tree of splicing is depicted in black lines, with black text near the nodes

representing corresponding approximate dates of divergence (in million years ago). Adjacent blue

text and arrows represent appearance and expansion (+) of splicing factors families, purple text

and dashed arrows represent major events of gene duplication, red text and dashed lines sign

important steps in the evolution of organic complexity, green text and dashed arrow signs the

emergence of conserved non-coding elements. Boxes on the right are simplified schematics of the

splicing machinery for the corresponding species. Exons are represented by boxes and introns by

lines connecting them. For the type of splicing (text in blue italic), (−) represents low frequency

and (∗) putative extra subtlety in patterns of alternative splicing. For the families of factors (text

in red), (+) and (++) represent extra abundance of factors of a particular type. See text for

details.
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Appendix A

Supplementary information

A.1 Selective expansion of splicing regulatory fac-

tors

This section presents the supplementary tables associated with the work described

in Chapter 2, except for a table entitled “Putative eukaryotic (and archaeal) splicing

factors identified by the pipeline”, not shown here due to its size (1920 rows). The

missing table, all the phylogenetic trees and alignments and the original files for

the tables presented in this section can be found, as Supplemental Material, on the

Genome Research website (where the work is published [Barbosa-Morais et al., 2006]):

http://www.genome.org/
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Supplementary information

A.1.1 Human splicing factors and splicing related proteins

Method:

254 human splicing factors and splicing-related proteins were initially identified

in a splicing factors database [Relogio et al., 2005], in the literature [Burge et al.,

1999; Black, 2003; Hartmuth et al., 2002; Jurica and Moore, 2003; Neubauer et al.,

1998; Rappsilber et al., 2002; Zhou et al., 2002] and by searching SwissProt [Boeck-

mann et al., 2003] (v47.2, http://us.expasy.org/sprot/) with appropriate key-

words. This search also provided many splicing factors for other species.
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A.1. Selective expansion of splicing regulatory factors

Table A.1: Human splicing factors and splicing related proteins
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A.1.2 Outgroups for phylogentic tree rooting

Table A.2 legend:

Prot ID: local Locus ID for proteins within the family; SwissProt ID for proteins

external to the family

Status: outgroup chosen within the family or externally; when there was an un-

ambiguous outgroup protein within a family (e.g. when there was only one protozoan

factor) that sequence was taken to root the trees; otherwise an external outgroup

(designated as ExtRoot in the trees) was chosen
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Table A.2: Outgroups for phylogentic tree rooting
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A.1.3 Molecular clock test

Method:

Given the alignments, the program GAMMA [Gu and Zhang, 1997] was used to

calculate the gamma-corrected substitution rate. Rooted and corrected trees were

then rebuilt using again the Phylip programs Protdist, Neighbor and Consense for NJ

and Proml for ML. The LinearTree [Takezaki et al., 1995] program TPCV (5% signif-

icance) was used to apply the two-cluster test of rate constancy and linearized trees

were drawn for significant families. This procedure relies on ungapped alignments

and for 8 of the 97 families there were too many gaps to perform the test successfully.

61 of the 89 analysed families satisfied the molecular clock hypothesis.

Table A.3 legend:

N: number of sequences

χ2
N−2: chi-square test with n-1 degrees of freedom (n - the number of sequences

under the root ⇒ n=N-1)

p: significance (p-value) for χ2
N−2 test
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Table A.3: Molecular clock test
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A.1.4 Database sources for genomic and proteomic sequences

Table A.4: Database sources for genomic and proteomic sequences
Database Species Version

Ensembl [Hubbard et al., 2002] Homo sapiens NCBI35/v30

http://www.ensembl.org [Lander et al., 2001; Venter et al., 2001] (369 supercontigs, 33869 peptides, 3272.2 Mb)

(genome + proteome)

Fugu rubripes V2.0/v30

[Aparicio et al., 2002] (20379 scaffolds, 33003 peptides, 329.1 Mb)

(genome + proteome)

Joint Genome Institute Ciona intestinalis Release 1.0

http://www.jgi.doe.gov [Dehal et al., 2002] (2510 scaffolds, 15852 peptides, 119.1 Mb)

(genome + proteome)

Sanger Institute Schizosaccharomyces pombe V42

http://www.sanger.ac.uk/ [Wood et al., 2002] (4994 peptides linked to SwissProt

/Projects/S pombe (proteome) [Boeckmann et al., 2003])

Saccharomyces Genome Database Saccharomyces cerevisiae V42

http://www.yeastgenome.org (proteome) (9747 peptides linked to SwissProt

[Boeckmann et al., 2003])

PlasmoDB Plasmodium falciparum V4.3

http://plasmodb.org (genome + proteome) (19 scaffolds, 5334 annot. peptides, 23.2 Mb)

Sanger Institute Trypanosoma brucei Jan. 2004

http://www.sanger.ac.uk/ (genome + proteome) (5 contigs, 4559 proteins, 4.4 Mb, unfinished)

/Projects/T brucei

TcruziDB Trypanosoma cruzi V3.0 (Jul. 2004)

http://tcruzidb.org (genome + proteome) (4014 scaffolds, 22273 proteins, 60 Mb, unfinished)

NCBI Arabidopsis thaliana v.5.0

http://www.ncbi.nlm.nih.gov (proteome)

16 species of Archaea: Latest versions (from 1997 to 2002)

Aeropyrum pernix

Archaeoglobus fulgidus DSM

Halobacterium sp. NRC-1

Methanocaldococcus jannaschii

Methanopyrus kandleri AV19

Methanosarcina acetivorans C2A

Methanosarcina mazei Goe1

Methanothermobacter

thermautotrophicus str. Delta H

Pyrobaculum aerophilum str. IM2

Pyrococcus abyssi

Pyrococcus furiosus DSM 3638

Pyrococcus horikoshii

Sulfolobus solfataricus

Sulfolobus tokodaii

Thermoplasma acidophilum

Thermoplasma volcanium
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A.1.5 Putative pseudo-genes annotated as active genes in

Ensembl

Table A.5 legend:

Disruption: appearance of frame disruption events (cryptic stop codons; frameshifts

introduced by missing or extra nucleotides in the conserved coding region)

Ref. S1: closest active paralogue used for comparison

Ensembl dS/dN S1: rate of synonymous / non-synonymous substitutions provided

by Ensembl for the comparison with the closest active paralogue (Ref. S1)

ds/dn S1: rate of synonymous / non-synonymous substitutions calculated with

SNAP for the comparison with the closest active paralogue (Ref. S1)

Ref. S2: active orthologue in the alternative species (Human/Mouse) used for

comparison

ds/dn S2: rate of synonymous / non-synonymous substitutions calculated with

SNAP for the comparison with the active orthologue (Ref. S2)

ds/dn R1-R2: rate of synonymous / non-synonymous substitutions calculated

with SNAP for the comparison between the two active orthologues (Ref. S1 and Ref.

S2)
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Table A.5: Putative pseudo-genes annotated as active genes in Ensembl
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A.1.6 Putative novel active retrotransposed genes

Table A.6 legend:

Trans. Act.: EST evidence for transcriptional activity

Ref. S1: closest active paralogue used for comparison

Ensembl dS/dN S1: rate of synonymous / non-synonymous substitutions provided

by Ensembl for the comparison with the closest active paralogue (Ref. S1)

ds/dn S1: rate of synonymous / non-synonymous substitutions calculated with

SNAP for the comparison with the closest active paralogue (Ref. S1)

Ref. S2: active orthologue in the alternative species (Human/Mouse) used for

comparison

ds/dn S2: rate of synonymous / non-synonymous substitutions calculated with

SNAP for the comparison with the active orthologue (Ref. S2)

ds/dn R1-R2: rate of synonymous / non-synonymous substitutions calculated

with SNAP for the comparison between the two active orthologues (Ref. S1 and Ref.

S2)
∗Factors exhibiting the same transcript sequences as their closest active paralogue (Ref.

S1)

Table A.6: Putative novel active retrotransposed genes
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A.1.7 Other retrotransposed pseudo-genes

Table A.7 legend:

Disruption: appearance of frame disruption events (cryptic stop codons; frameshifts

introduced by missing or extra nucleotides in the conserved coding region)

Ref. S1: closest active paralogue used for comparison

ds/dn S1: rate of synonymous / non-synonymous substitutions calculated with

SNAP for the comparison with the closest active paralogue (Ref. S1)

Ref. S2: active orthologue in the alternative species (Human/Mouse) used for

comparison

ds/dn S2: rate of synonymous / non-synonymous substitutions calculated with

SNAP for the comparison with the active orthologue (Ref. S2)
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Table A.7: Other retrotransposed pseudo-genes
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A.2. Splicing Rainbow

A.2 Splicing Rainbow

A.2.1 Criteria for binding site detection

This section comprises three tables summarizing, for all the analysed splicing factors,

the criteria that have been used for putative binding site definition in the Splicing

Rainbow. To make the table contents consistent with standard sequence formats,

Us are replaced by Ts and, for other nucleotide characters, the IUPAC1 ambiguous

nucleotide code is followed.

1International Union of Pure and Applied Chemistry - http://www.iupac.org
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Table A.8: SR proteins - criteria for binding site detection
Factor Motif size Criteria References

9G8 10-mer Scoring matrix from SELEX data: S>6 [Cavaloc et al., 1999]

9-mer Scoring matrix from SELEX data: S>3.5

ASF/SF2 18-mer more than 15 matches with dsx PRE [Hertel and Maniatis, 1998]

AAAGGACAAAGGACAAAA (ad-hoc)

10-mer Scoring matrix from SELEX data: S>3.5 [Tacke and Manley, 1999]

8-mer Scoring matrix from SELEX data: S>2

7-mer Scoring matrix from SELEX data: S>2.2 [Liu et al., 1998; Pollard et al., 2002]

[Liu et al., 2001; Cartegni and Krainer, 2002]

SC35 11-mer Scoring matrix from SELEX data: S>11 [Cavaloc et al., 1999]

11-mer Scoring matrix from SELEX data: S>6

10-mer Scoring matrix from SELEX data: S>6

10-mer Scoring matrix from SELEX data: S>6.3

7-mer Scoring matrix from SELEX data: S>4

9-mer Scoring matrix from SELEX data: S>6.5 [Tacke and Manley, 1999]

9-mer Scoring matrix from SELEX data: S>5

8-mer Scoring matrix from SELEX data: S>2.1 [Liu et al., 2000a; Pollard et al., 2002]

[Liu et al., 2001; Cartegni and Krainer, 2002]

7-mer Scoring matrix with threshold S>4, [Schaal and Maniatis, 1999b]

assuming f1(T)=f2(G)=f3(C)=f5(G)=1, [Schaal and Maniatis, 1999a]

f4(A)=f4(G)=f4(C)=0.125, f4(T)=0.675,

f6(C)=f7(C)=0.25, f6(T)=f7(T)=0.75,

all others fi(a)=0 (ad-hoc)

SRp20 9-mer Scoring matrix from SELEX data: S>5.2 [Cavaloc et al., 1999]

8-mer Scoring matrix from SELEX data: S>4.2

7-mer Scoring matrix from SELEX data: S>5.2

11-mer More than 8 matches with GCTCCTCTTCC [Lou et al., 1998]

(ad-hoc)

8-mer More than 6 matches with CCTCGTCC [Schaal and Maniatis, 1999b]

(ad-hoc)

7-mer More than 6 matches with ATCTTTA [Heinrichs and Baker, 1995]

(RBP1 for Drosophila) (ad-hoc)

SRp40 18-mer Scoring matrix from SELEX data: S>12 [Tacke et al., 1997]

16-mer Scoring matrix from SELEX data: S>10

6-mer Scoring matrix from logo data: S>2.5 [Liu et al., 1998; Cartegni et al., 2002]

5-mer Scoring matrix from SELEX data: S>1.7 [Liu et al., 1998; Liu et al., 2001; Pollard et al., 2002]

SRp55 17-mer Exact match: GNTCAACCNGGCGACNG [Shi et al., 1997]

(B52 for Drosophila)

7-mer Scoring matrix from logo data: S>2 [Liu et al., 1998; Cartegni et al., 2002]

6-mer Scoring matrix from SELEX data: S>2 [Liu et al., 1998; Liu et al., 2001; Pollard et al., 2002]

Tra2β 8-mer more than 5.5 matches with AAGAAGAA [Tacke et al., 1998; Modafferi and Black, 1999]

(0.5 match ⇒ alternative purine) (ad-hoc)
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Table A.9: hnRNPs - criteria for binding site detection
Factor Motif size Criteria References

hnRNP A0 5-mer Exact match: ATTTA [Myer and Steitz, 1995]

hnRNP A1 20-mer Exact match: [Burd and Dreyfuss, 1994]

TATGATAGGGACTTAGGGTG

6-mer Scoring matrix from SELEX data:

S≥8 ⇒ TAGGGW (strong)

8>S>5.5 (weak)

hnRNP B1/A2 9-mer poly-T ⇒ more than 5 Ts (ad-hoc) [Brooks and Rigby, 2000]

5-mer Exact match: ATTTA

5-mer Exact match: GTTTG

4-mer Exact match: TTGA [Ishikawa et al., 1993; Kajita et al., 1995]

hnRNP C 15-mer poly-G ⇒ more than 11 Gs (ad-hoc) [Soltaninassab et al., 1998]

5-mer Exact match: TTTTT [Soltaninassab et al., 1998; Millard et al., 2000]

hnRNP D 5-mer Exact match: ATTTA [DeMaria and Brewer, 1996]

4-mer Exact match: TTGA [Ishikawa et al., 1993; Kajita et al., 1995]

hnRNP E1/E2 9-mer poly-C ⇒ more than 5 Cs (ad-hoc) [Leffers et al., 1995]

(PCB) 4-mer Exact match: TTGA [Ishikawa et al., 1993]

hnRNP F 9-mer poly-G ⇒ more than 5 Gs (ad-hoc) [Matunis et al., 1994]

8-mer Exact match: GGGGGCUG [Chou et al., 1999; Min et al., 1997]

[Modafferi and Black, 1999]

4-mer Exact match: GGGA [Caputi and Zahler, 2001]

hnRNP G 10-mer poly-A ⇒ more than 6 As (ad-hoc) [Soulard et al., 1993]

hnRNP H 9-mer poly-G ⇒ more than 5 Gs (ad-hoc) [Matunis et al., 1994]

6-mer Exact match: TTGGGT [Jacquenet et al., 2001]

6-mer Exact match: GGGGGC [Caputi and Zahler, 2001; Chou et al., 1999]

[Modafferi and Black, 1999; Min et al., 1997]

5-mer Exact match: TGTGG [Chen et al., 1999]

4-mer Exact match: GGGA [Caputi and Zahler, 2001]

hnRNP I 10-mer poly-Y ⇒ more than 7 Ys (ad-hoc) [Chan and Black, 1997; Lou et al., 1999]

(PTB) 6-mer Exact match: TTCTCT [Chan and Black, 1997]

6-mer Exact match: CTCTCT (stronger) [Chan and Black, 1997; Ashiya and Grabowski, 1997]

[Chan and Black, 1995; Modafferi and Black, 1999]

4-mer Exact match: TCTT [Perez et al., 1997]

hnRNP K 11-mer more than 8 matches with GGGGACTTTCC [Van Seuningen et al., 1995]

(kB enhancer element) (ad-hoc)

8-mer poly-C ⇒ more than 5 Cs (ad-hoc) [Ostrowski et al., 2001; Leffers et al., 1995]

[Swanson and Dreyfuss, 1988]

8-mer poly-T ⇒ more than 5 Ts (ad-hoc) [Ostrowski et al., 2001]

7-mer Scoring matrix from SELEX data: S>7 [Thisted et al., 2001]

6-mer Scoring matrix from SELEX data: S>3.2

hnRNP L 21-mer more than 15 matches with [Shih and Claffey, 1999]

CACCCACCCACATACATACAT

(ad-hoc)

hnRNP U 10-mer strong affinity for poly-G, [Kiledjian and Dreyfuss, 1992]

moderate affinity for poly-A

and poly-T: S10j >7 for

S10j =
∑j+10

i=j
si(a),

with si(G)=1, si(T)=si(A)=0.5, si(C)=0

(motif starting in nucleotide j) (ad-hoc)

Table A.10: Other splicing factors - criteria for binding site detection
Factor Motif size Criteria References

CELF 9-mer strong affinity for CTG repeats: [Takahashi et al., 2000; Lu et al., 1999]

(CUG-BP) more than 7 matches with (CTG)3

(ad-hoc)

HuR 10-mer poly-T ⇒ more than 6 Ts (ad-hoc) [Spangberg et al., 2000]

5-mer Exact match: ATTTA or TTTTT [Sokolowski et al., 1999]

U2AF65 4-mer poly-Y: 4 Ys, 3 of them Ts (ad-hoc) [Valcarcel et al., 1996]

Sxl 18-mer Scoring matrix from SELEX data: S>11 [Singh et al., 1995]
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A.2.2 Short pseudo-tutorial

c© Morais & Valcarcel - EMBL 2002

1) Login to Windows (make sure Perl is installed).

2) Open Windows Explorer.

3) Go to folder ...\binding.
4) Drop the file with your genomic sequence of interest (Fasta format, please) into

this folder.

5) If available, drop the EMBL file with mRNA information (obtained from

Gene2EST [Gemund et al., 2001], to be opened in Artemis [Berriman and Ruther-

ford, 2003; Rutherford et al., 2000]) into the same folder.

6) Double click on bdfinder.pl to run the program.

7) A MS-DOS window will be opened and you will be asked to type the name of

the file with the sequence. Do it and press Enter.

8) The same for the EMBL file... If not available, just press Enter.

9) Wait for some seconds (time proportional to the length of the sequence), until

the window closes. The program will generate three files: the first has the name

of the sequence file and htm extension; the second has the name of the sequence

itself followed by EMBL.txt; the third has the name of the sequence file followed by

results.txt.

10) The first file can be opened with Internet Explorer. A colour code is used to

visualize the putative binding sites for each splicing factor. Clicking on the underlined

links (top) you can access information about the criteria used and the references. If

you have included mRNA information, the last line will colourfully illustrate it. In

this case the program will just consider introns for potential hnRNP binding sites

and exons for SR proteins. Of course, regions that can be alternatively intronic and

exonic will be considered suitable for the binding of both types of factors.

11) The second file should be opened in Artemis (together with the file with mRNA

information, if desired). The color code is the same but the view is “saturated”.

Nevertheless, the bottom window gives you information about each putative binding

site (type of factor, first and last nucleotides and score).

12) The third is a tab-delimited text file summarizing results.
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13) For Linux the procedure is similar from step 3) on, except for: 6) Type perl

bdfinder.pl to run the program.
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Publications

This section presents the printouts of all the published articles associated with work

described in this dissertation and whose contents are not integrally printed in the

main text:

[Teschendorff et al., 2006a] Teschendorff AE, Naderi A, Barbosa-Morais NL,

Caldas C. “PACK: Profile Analysis using Clustering and Kurtosis to find molecular

classifiers in cancer”. Bioinformatics, 2006 May 8

[Stamm et al., 2006] Stamm S, Riethoven JJ, Le Texier V, Gopalakrishnan C,

Kumanduri V, Tang Y, Barbosa-Morais NL, Thanaraj TA. “ASD: a bioinformat-

ics resource on alternative splicing”. Nucleic Acids Res., 2006 Jan 1;34(Database

issue):D46-55

[Teschendorff et al., 2005] Teschendorff AE, Wang Y, Barbosa-Morais NL, Bren-

ton JD, Caldas C. “A variational Bayesian mixture modelling framework for cluster

analysis of gene-expression data”. Bioinformatics, 2005 Jul 1;21(13):3025-33

[Pacheco et al., 2004] Pacheco TR, Gomes AQ, Barbosa-Morais NL, Benes

V, Ansorge W, Wollerton M, Smith CW, Valcarcel J, Carmo-Fonseca M. “Diversity

of vertebrate splicing factor U2AF35: identification of alternatively spliced U2AF1

mRNAS”. J Biol Chem, 2004 Jun 25;279(26):27039-49
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mising purification steps in RNA amplification and labelling”. BMC Genomics, 2004

Jan 30;5(1):9

196


